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3.1 Introduction

The expectations a user has about a computer’s behav-
ior come from mental models (Figure 1); while the
“expectations” a computer has of a user come. from
user models (Figure 2). The two types of models are
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similar in that they produce expectations one
“intelligent agent” (the user or the computer) has of
another. The fundamental distinction between them is
that mental models are inside the head while user
models occur inside a computer. Thus, mental models
can be modified only indirectly by training while user
models can be examined and manipulated directly.

3.2 Mental Models

Models are approximations to objects or processes
which maintain some essential aspects of the original.
In cognitive psychology, mental models are usually
considered to be the ways in which people model proc-
esses. The emphasis on process distinguishes mental
models from other types of cognitive organizers such
as schemas. Models of processes may be thought of as
simple machines or transducers which combine or
transform inputs to produce outputs. While some dis-
cussions about mental models focus on the representa-
tion, the approach here considers mental models as the
combination of a representation and the mechanisms
associated with those representations (see Anderson,
1983).

A mental. model synthesizes several steps of a
process and organizes them as a unit. A mental model
does not have to represent all of the steps which com-
pose the actual process (e.g., the model of a computer
program or a detailed account of the computer’s tran-
sistors). Indeed, mental models may be incomplete and
may even be internally inconsistent. The representation
in a mental model is, obviously, not the same as the
real-world processes it is modeling. The mental models
may be termed analogs of real-world processes be-
cause they incorporate some, but not all, aspects of the
real-world process (Gentner and Gentner, 1983).
Mental models are also termed user’s modes (Norman,
1983) although the expression is avoided here because
of confusion with the term *“user models” (Section 3.3).

Because they are not directly observable, several
different types of evidence have been used to infer the
characteristics of mental models:
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Process in World
or Computer

Actual
> Process Output
Input

Predicted
Process Output

Figure 1. Process and mental model of that process.

* Predictions: Users can predict what will happen
next in a sequential process and how changes in
one part of the system will be reflected in other
parts of the system. However the most informative
aspect of their predictions are often the errors from
the model.

* Explanations and Diagnosis: Explanations about
the causes of an event and diagnoses of the reasons
for malfunctions reflect mental models.

¢ Training: People who are trained to perform tasks
with a coherent account (i.e., a conceptual model,
see below) of those tasks complete them better
than people who are not trained with the model.

e Other: Evidence is also obtained from reaction
times for eye movements and answering questions
about processes.

3.2.1 Conceptual Models

Because mental models are in the user’s head, it is
helpful to have models of mental models in order to
discuss them. These models of mental models may be
termed conceptual models. Several classes of concep-
tual models may be identified:

Metaphor: Metaphor uses of the similarity of one
process with which a person is familiar to teach that
person about a different process (Carroll, 1988). For
instance, a filing cabinet for paper records may be used
to explain a computer file system. Indeed, the metaphor
may be built into the interface (as in the use of filing
cabinet icons). The ways in which a metaphor is incor-
porated into a mental model are difficult to examine
and probably vary greatly from user to user. Moreover,
a metaphor can be counterproductive because the
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Actual
User Responses

User

_—

Input

Predicted
User Responses

Figure 2. User responses and user model predicting those
responses.

metaphor is rarely a perfect match to the actual process
and incorrect generalizations from the metaphor can
result in poor performance on the task (Halasz, 1983).
For instance, if word processing is introduced by anal-
ogy to typing on paper pages, word-wrapping on the
screen makes little sense.

Surrogates: Surrogates are descriptions of the
mechanisms underlying the process. For a pocket cal-
culator, surrogate models would describe its function
in terms of registers and stacks. As noted by Young
(1983), surrogate models are not well suited to describ-
ing user-level interaction. For example, they provide
poor explanations for the learnability of a system (e.g.,
how to use a calculator to do simple arithmetic opera-
tions).

Mappings, Task-Action Grammars, and Plans:
Another class of conceptual model describes the links
between the task the users must complete and the ac-
tions required to complete those tasks. Several models
have this property. Young (1983) describes task-action
mappings, which are simple pairings between tasks and
actions. He compares this with the surrogate model
(above) for describing the performance on simple tasks
with three calculator architectures. In distinction to
surrogates, he claims that mappings are suitable for de-
scribing learnability and as a basis for design.

Grammars are of interest because of their ability to
describe systematic variations of complex sequences.
Specifically, grammars computer dialogs are often de-
scribed as a type of linguistic interaction. Grammars
can be designed which specify actions as terminal
nodes. TAG (Task-Action Grammars, Payne and
Greene, 1986) is a framework for descrii)ing the
grammars of specific command languages. It consists
of definitions of tasks, categorization of tasks, and
rules with schemnas for combining tasks.
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Planning models can also integrate tasks and ac-
tions. The GOMS model (Goals, Operators, Methods,
and Selection; Card et al., 1983; Kieras, this volume) is
a plan-based model which has been used widely to de-
scribe complex computer-based tasks.

Propositional Knowledge: The process assumptions
of conceptual models not always explicit. Johnson-
Laird (1983) has proposed that propositional knowl-
edge (which he terms a “mental model”) is the basis for
most logical reasoning. However, his thesis has little
direct application to human-computer interaction and it
is not considered further here.

3.2.2 Mental Models for Computing Systems
and Applications

Although mental models have been studied in physics
and mathematics, the vast majority of research on them
has been based on computer-human interaction. Many
aspects of human-interaction with computers involve
complex processes, thus people who interact with
computer systems must have some type of mental
model of those processes. There are several levels of
processes in computing about which a person might
build a model; these include a computer model such as

the hardware, the operating system, software, and ap-

plications (such as text editors and spreadsheets). In-
deed, an unresolved theoretical issue is whether it is
possible to have multiple mental models active simul-
taneously and, if so, how they might interact.

Mental Models and Computing Systems: Computing
systems are complex and their use and maintenance re-
quires elaborate planning. Tasks such as system or
network administration involve understanding many
different subsystems. Users of computer systems also
have mental models of those systems, although pre-
sumably these are very simple models compared to the
system administrators. For instance, a user might have
a (largely incorrect) mental model that Internet re-
sponse times are based on the physical distance email
messages have to travel. As noted above, training
based on conceptual models about processes can lead
to improved performance on tasks requiring an under-
standing of those processes.

Mental Models and Computing Applications: Users
of computer applications have mental models of the ef-
fects of commands in operating these computing appli-
cations. For instance, users have expectations about the
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effects of entering values in using a spreadsheet.
Halasz and Moran (1983) compared the effects of
styles of training about simple calculators. Students
given task-focused training were better at simple tasks
than students trained with conceptual models of the
calculator. On the other hand, the students trained with
conceptual models were better at tasks that went be-
yond the initial training.

Borgman (1986) compared two styles of training
on a command-based information retrieval system. In
one type of training a conceptual model (what she
called a “mental model”) was used an analogy between
the retrieval system and a traditional card catalog. The
other training style was giving examples of how spe-
cific procedures would be accomplished. As in Halasz’
study, the users trained by analogy performed better on
tasks that required inferences beyond what was cov-
ered in the training.

When a user attempts to apply knowledge from a
mental model for one task to another task, the transfer
may show synergy or conflict. For instance, Douglas
and Moran (1983) report that users familiar with tradi-
tional typewriters had more difficulty learning about
electronic word processors than others. Mental models
of “experts” may actually be counterproductive during
transfer if they are not relevant to the task at hand.
Singley and Anderson (1985) compared transfer among
multiple text editors. The transfer was modeled by
ACT (Anderson, 1983) in terms of the overlap in the
number of rules needed to complete tasks with each of
the text editors.

Designer’s Mental Models: Design of complex sys-
tems requires mental models (Simon, 1969). Computer-
related design tasks (as well as related design tasks
such as the design of video-games, educational appli-
cations, and CD-ROMs) may involve the interaction of
several different mental models. These may include
models of the capabilities of the tools, models of the
partially completed work and models of the user’s in-
terests and capabilities (Fischer, 1991).

Effective programmers seems to have a conceptual
model of their programs as a machine for transforming
inputs to outputs. Littman et al. (1986) compared two
groups of programmers in a program debugging task.
One group was instructed to attempt to systematically
understand the program while fixing bugs. The other
group was instructed to fix the bugs without attempting
to form an overview of the programmer’s function. The
members of the first group were much better at under-
standing the interaction of the components of the pro-
gram and they were also better at fixing the bugs.
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3.2.3 Structuring Content to Improve Mental
Models

The most important practical application of under-
standing students’ mental models is for training. This
section explores the issues in enhancing mental models
of students with complex training programs. Section
3.3.11 examines interactive student models in which
the students’ knowledge is modeled to improve the per-
formance, tutoring, and help systems.

Selection of appropriate text and graphics can aid
the development of mental models. For instance, parts
of a document could be highlighted to emphasize their
relation to a particular concept (e.g., Kobsa et al.,,
1994). Training material about dynamic processes may
include diagrams and other techniques for improving
the learner’s mental models. Hegarty and Just (1993)
and Kieras (1988) have examined the optimal level of
realism to present in schematic diagrams.

Beyond the local effects of media on mental mod-
els, the organization of the entire content of a manual
or a course may be designed to improve the develop-
ment of the user’s mental models. Scaffolding is the
process of training a student on core concepts and then
gradually expanded the training. The “training wheels”
approach (Carroll, 1990) is a type of scaffolding for
training about computer systems.

Animation of data or scenarios which evolve over
time should be especially useful for developing mental
models because the causal relations in a process can be
clearly illustrated. Gonzalez (1996) examined many
properties of animations and found that factors such as
the smoothness of the transitions were important for
performance of tasks which had been presented with
the animations. Because performance improved, it may
be assumed that the mental models are also improved.

Interaction with a virtual environment can allow
users to focus on those topics with which they are least
familiar. The utility of organizers for improving the re-
call of information is well established. Lokuge et al.
(1996) used this broad sense of mental models to de-
velop a representation of the relationships among tour-
ist sights in Boston. They then built a hypertext presen-
tation which aids in the presentation of those relation-
ships to people unfamiliar with Boston.

3.3 User Models

As indicated in Figure 2, the user model is the model
computer software has of the user. In the following
sections, several issues for user modeling are discussed
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(Sections 3.3.1-3.3.6) and then application areas are
examined (Sections 3.3.7-3.3.11).

3.3.1 User Model Inputs

User models have parameters which can distinguish
users. Sometimes these are set explicitly by the user
and sometimes they are inferred by the computer from
the user’s past responses and behavior.

Explicit Profiles: In some user modeling techniques,
users must create a profile of their interests. For ex-
ample, in the information filtering technique know as
Selective dissemination of information (SDI, Section
3.3.8), users must specify what terms match their inter-
ests. However, users may not have a clear memory of
preferences or may not want to give an honest re-
sponse. In addition, performance will be better if the
user understands the model enough to select the dis-
criminative terms (i.e., has a mental model of the user
model mechanism). To some degree all entries in an
explicit user profile are a type of self-categorization.

Inferences from User Behavior: An unobtrusive re-
cording of movie preferences might simply collect in-
formation from a set-top box what movies a person had
the set tuned to and how long the set stayed turned to
that movie. In addition, assumptions are necessary to
interpret this type of data. It is not safe to assume that a
user is looking at their TV screen all the time, thus the
amount of time a video is displayed on that screen may
not be an accurate measure of the person’s interest in
that material. On the other hand, this type of data often
has considerable value. Morita and Shinoda (1994)
found a positive correlation between the amount of
time a person spent look at a document and the ratings
of interest in that document.

3.3.2 Degree of Personalization

User Models may be personalized to different degrees.
They may range from baserate predictions to totally
individualized predictions. All of these models should
be better than random predictions.

Baserate Predictions: A baserate prediction is what
would be expected for any individual (Allen, 1990).
Baserate models might not even be considered user
models since they are not differentiated across mndi-
viduals. One example is of a baserate predication could
follow statistical norms (e.g., that a person would like a

g S e e = e N TR
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Input, . Categorization — Prediction—> Output

of User Model

Figure 3. Categorization of user input.

best-selling book). Other types of baserate prediction
could be derived from laws or social norms. In some
cases, when the population is very consistent, baserates
may be very accurate. In other cases, they may apply to
only a small portion of the population.

User Categorization: Rather than developing separate
models for each individual, users are often categorized
and models developed based on those categories (as
illustrated in Figure 3). Of course, the complexity of
the categories may vary greatly from simple demo-
graphics (e.g., age) to complex personality constructs.
There are many examples of categorization in user
modeling. One example is the classification of utter-
ances according to their function as speech acts
(Section 3.3.10).

Another example of a user categorization is the
novice-expert distinction. It might be expected that
there would be consistent differences in the behavior of
experts and novices which could be useful, for in-
stance, in constructing different types of training.
While there are clearly differences in the knowledge of
novices and experts on a given task (e.g., Egan, 1988;
Mayer, 1988), difficulties arise when attempting to
classify people as novices or experts or in attempting to
generalize expertise in one area to expertise in other
areas. There are many dimensions of expertise and al-
though users may be an expert on one set of com-
mands, they may be novices in other areas. Thus, broad
classification of users as experts or novices does not
often seem to be helpful.

Still another example of categorization of users is a
stereotype (Rich, 1989). Rich’s “Grundy” system pre-
dicted preferences for fiction books, primarily wsing a
user’s self-descriptions (e.g., feminist) with adjectives
as inputs. Unfortunately, it was difficult to tell whether
Grundy’s predictions were better than simple baserate
predictions. To provide control conditions for a
Grundy-like system for predicting book preferences,
baserate predictions were found to make significantly
better predictions than a random selection and a simple

‘male/female’ dichotomy further improved the predic-
tions (Allen, 1990).

Kass and Finin (1991) describe GUMS (General-
ized User Modeling System) in which they introduce
the notion of hierarchical stereotypes and inference
mechanisms based on that those stereotypes. This for-
malism is helpful for reasoning about users; however,
it seems removed from the usual psychological notion
of a stereotype. For instance, GUMS stereotypes in-
clude ‘rational agents’ and ‘cooperative agents’. In
addition, it is not clear that the stereotypes people have
can be combined with or derived from other stereo-
types in a systematic way.

3.3.3 User Models in Complex Systems

Blackboard Systems: A user model may be a compo-
nent of more a complex system which includes other
components. In some cases, a user model is said to
contain all the knowledge a system has about the user.
For mnstance, Wahlster and Kobsa (1989, p. 6) state: “A
user model is a knowledge source in a NL dialog sys-
tem which contains explicit assumptions on all aspects
of the user that may be relevant to the dialog behavior
of the system”. In other cases, that knowledge is sub-
divided into several specific models such as task mod-
els and situation models. In training systems (Section
3.3.11), the “student model” holds task-relevant state
and the “user model” applies to long-term knowledge
about the user such as demographic information. This
situation is similar to the suggestion that several differ-
ent mental models may be active for a programming
task (Section 3.2.2).

Figure 4 shows a typical collection of knowledge
sources which includes user, task, and situation. The
inputs are combined with data from various- reposito-
ries on a blackboard. As described in the previous sec-
tion, the task expert has information about what the
user is trying to accomplish and possible strategies for
accomplishing those goals. The situation expert con-
tributes knowledge about the environment in which the
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Figure 4. Typical components of a blackboard system.
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Figure 5. Adaptation of model across sequential events.

Input @rj’ Output

Figure 6. Model with feedback.

user is trying to complete the task. There are many
possible ways of organizing the knowledge required for
this type of system. Other components which have
been proposed include system, domain, and.discourse
processors. Clearly, it is possible to partition these
models in many different ways and simply proposing
different sets of models is not necessarily helpful.
Modularity is generally a useful design principle. Un-
fortunately, information about usetrs may be very tan-
gled and inconsistent. It may be difficult to separate the
user model from the other models components. Even
for Figure 3, it seems somewhat arbitrary to declare
that the user model is just the categorization stage and
does not include the Prediction Model.

User Agents: An agent may be considered as just one

v

Input ——— Planand Task ———» Response
Generation

—>» Output

module of a complex system (e.g., one of the experts in
Figure 4). However, a more interesting sense of the
term “agent” is as modular system which acts on behalf
of the user. A user agent might simply provide infor-
mation about the user. For instance, it might search a
database of the user’s writings to answer a question on
behalf of the user. An active user agent may negotiate
on behalf of the user. This mean that user agents must
have a model of the relative values of alternative out-
comes for the user.

3.3.4 Adaptive Models, Machine Learning, and
Feedback

User models are often said to adapt to users. However,
there are different senses in which a model may be
adaptive. In the simplest sense, a model is adaptive if it
gives different responses to different categories of us-
ers. A more interesting sense is that a model adapts as
it gains experience with an individual user. Adaptation
may be within connected sequences of events or across
different events. Figure 5 illustrates a model which
keeps state across a sequences of inputs such as a con-
versation, information retrieval session, or task.

As indicated in Figure 6, feedback uses output
from the model to refine it. This would be most com-
mon for models in which adjustments are made across
a sequence of events for future trials. Most often feed-
back is an automatic process, however, having users
refine their profiles could also be considered a type of
feedback. The idea of feedback originated with control
theory in which only a few parameters in the model
would typically change; however, in computer models,
the structure (i.e., the program) of the model itself may
change.

User models which change and improve their per-
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formance as a result of greater experience are said to
show machine learning. Some examples of machine
learning algorithms are neural networks, genetic algo-
rithms, clustering, and case-based reasoning. An impor-
tant distinction is whether all training examples are
maintained by the model (as in case-based reasoning)
or whether other data are compressed to form a repre-
sentation of the original training set.

3.3.5 Tasks and Planning

User models are often distinguish according to whether
they apply to “short-term” or “long- term” interactions,
however, this blurs several issues of adaptation and
feedback. Typically, short-term models describe the
user performance on specific tasks.

Tasks and Task Models: The task in which a person
is engaged and plausible strategies for completing it
greatly constrain the behavior of that person. Indeed,
the task in which a person is engaged is often more im-
portant than individual differences for predicting user
behavior (see Mischel, 1968). The interaction of tasks
with behavior is so strong that there is a tendency to
identify tasks or even to define new tasks to explain
ambiguous behaviors. On the other hand, there are
many cases in which individual differences have a
major effect (Egan, 1988).

A task model (Sleeman, 1982) is a description of a
task as well as strategies for completing that task. In
some cases, the task model may include incorrect
methods for completing the task. In situations when
tasks are clearly defined, mental models and user
models reflect the task structure. For instance, student
models (Section 3.3.11) are typically focused on a stu-
dent completing specific tasks.

Planning and Plan Recognition: Planning often pro-
ceeds as a cycle of determining goals or subgoals and
finding methods for.completing those goals. GOMS
(Section 3.2.1; Kieras, this volume) is a planning
model of how people complete command sequences.
There are several different types of planning mecha-
nisms and the nature of planning has been widely dis-
cussed recently. Some important dimensions for plan-
ning are whether the plans are fixed once they have
been established or whether they may be modified de-
pending on the situation.

When users complete a task they, presumably, have
strategy for what they are doing. However, a human
being or computer with whom they are interacting
many not know what strategy the users have or even
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what task they are trying to accomplish. The process of
plan recognition would involve identifying the task
and the strategy. Although Figure 5 illustrated a user
model in which the model is known, the figure might
also be applied to plan recognition in which an ob-
server must infer the model (i.e., the plan) and maybe
the inputs (i.e., the task) given the outputs and a few
contextual clues. For instance, a person who comes to a
train ticket window is likely to be asking for informa-
tion about trains but could, instead, be asking for other
types of information. As suggested by J. Allen (1983,
p. 108), “[People] are often capable of inferring the
plans of other agents that perform some action.”

A wide variety of techniques has been proposed for
plan recognition. Most often some type of grammar is
fit to responses although statistical methods such as
neural networks could also be applied. Plan recognition
may benefit from information about the user. For in-
stance, knowing accents and idiosyncratic expressions
may be useful for speech utterance understanding sys-
tems. The closely related problem of interpreting a stu-
dent’s strategy in solving a problem is an essential
component of intelligent tutoring systems (Section
3.3.11).

Another tradition of inferring information about
people from the context of their actions is attribution
theory (Kelley, 1963). This describes the processes by
which people make inferences about internal state of
other people. For instance, social norms might be em-
ployed in assessing how a person might be expected to
be behave in a given situation. A person who behaves
differently from the norm is likely to be judged as
showing an intention for that action.

3.3.6 Evaluation of User Models

Evaluation Criteria: The main criterion for the effec-
tiveness of a user model is in predicting important be-
havior which facilitates the user’s activities. Among
the components contributing to this are:

e Relevance requires that models make predictions
that apply to the target behavior or user goals.

® Accuracy requires that the models make correct
predictions for at least one task and situation.

o Generality of the model requires robustness despite
changes in tasks, situations, and users. In addition,
the model should be scaleable with increased
numbers of tasks, situations and users. Too many
existing systems have been tested only on “toy”
data sets.
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e Adaptability of the model requires that it not be
brirtle in response to changes in user behavior.

e Ease of development and maintenance is whether
the effort in maintaining the user model is worth-
while for the user. A typical factor is whether the
inputs are collected unobtrusively. For instance, if
the model has to be maintained by an individual, is
it clear to the user how to do that?

e  Utility: The model should improve the user’s be-
havior. For instance, adding new commands to an
interface based on a models might confuse the
user.

Evaluation Techniques: While the ultimate test of a
user model is how well it satisfies the criteria listed
above, it is often difficult to test a model as a whole in
field conditions. However, to test parts of it in limited
environments. For a given set of inputs it is worth
choosing the model which give the best predictions.
Another standard for measuring the performance of a
user model is to compare it to the performance of a
human being who is given the same inputs. This is a
control condition for the model. It may be called a
Turing control condition because it is a limited type of
Turing Test (Allen, 1990).

The extensive literature in psychology on tech-
niques for assessing individual differences and per-
sonality types can be applied to the evaluation of user
models. Standard assessment criteria such as reliability
and validity can be adopted. Reliability is measured as
the consistency by which different samples of a per-
son’s behavior are classified the same. Validity is the
agreement of a model’s classification with evidence
from other aspects of behavior. Incremental validity
{(Mischel, 1968) is the use of the simplest set of inde-
pendent variables and inference mechanisms to gener-
ate classifications.

Social Implications of User Models: Beyond the
evaluation of the performance of user models, they
may be evaluated in terms of their effect on individuals
in society and on society itself.

Privacy may be compromised by having large
amounts of detailed information about individuals
stored on-line. Private information may be breached
and used in unauthorized ways. An alternative is not to
store sensitive information about a person but only
categorical information and demographics. Another
possibility is to have the most personal details of these
systems stored locally and under user’s control. For
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instance, an agent acting on behalf of the user could
have access to the data and respond to inquires.

If agents (Section 3.3.3) make decisions on behalf
of human beings based on user models, then the users
may be removed from those actions and may not feel
responsible for the actions of their agents. Eventually
laws are likely to be developed to clarify the extent of
responsibility a person has for agents acting on their
behalf.

Effective user modeling may greatly affect the be-
havior of individuals and their relationship to society.
For instance, information services can be tailored for
individuals. Paradoxically, however, the ability to per-
sonalize highlights the similarity among people.

3.3.7 User Models for Supporting Completion
of Routine Tasks

Streamlining Routine Command Sequences: It is
widely recognized that the completion of tasks in HCI
follows regular patterns. Several proposals have been
made for systems which learn patterns of computer
commands by purely statistical regulation, or inference
underlying tasks (e.g., Hanson et al., 1984). From a dif-
ferent approach, Desmarais et al. (1991) apply plan
recognition to parsing user actions in order to recog-
nize inefficient user behavior and to suggest shortcuts.
“Eager” is a programming-by-example system (Cypher,
1991) which attempted to anticipate and support the
placement of widgets by GUI designers by observing
patterns of their responses.

Agents and Routine Office Tasks: User agents have
been applied to routine office tasks such as scheduling
appointments on an electronic calendar and prioritizing
email. Typically, these agents do not model goals and
complex chains of events. Because the tasks being
modeled are repetitive, there is sufficient data to apply
machine learning to find salient attributes. The agents
also often adapt across users and across tasks for a
given user.

Dent et al. (1992) describe a learning apprentice
and apply it to personal calendar management. The
system uses decision trees to characterize previous cal-
endar scheduling. For example, it created a rule that
theory seminars were held on Mondays. After training,
the model performed slightly better than rules hand
coded by the researchers. Maes and Kozerick (1994)
describe two interfaces with agents: an email assistant
and a calendar scheduling assistant. The agents pre-
dicted meeting schedules with an inference mechanism
known as case-based reasoning. Small improvements
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in the confidence level reported by the agents’ when
their predictions when those predictions were correct.

3.3.8 User Models for Information Access

Information Retrieval and Information Filtering:
The most widely studied approach to information
needs is information retrieval (IR) (Dumais, 1988).
The usual paradigm in information retrieval is to find
documents which match a user query. This requires
representations of the document collection and the
query as well as algorithms for comparing the two rep-
resentations. The algorithm for comparing queries to
documentation may be simple keyword matches or
complex derivation of verbal associations. In terms of
user models, the IR algorithms integrate input from us-
ers and produces a set of relevant documents which
are, ideally, those the users would have selected for
themselves.

An IR model may be tuned to improve its selec-
tions by relevance feedback. The user identifies the
most relevant documents and terms from those are used
as inputs for a revised model (see Figure 6) to use in
retrieving documents from the document representa-
tion. While relevance feedback is usually thought of as
refining a query this may also be seen as developing a
user model (Figure 5). For instance, Foltz and Dumais
(1992) represented users’ interests as a points in latent-
semantic indexing (LSI) space.

Although there are parallels between IR and gen-
eralized user modeling, it seems that user modeling
could be used even more in IR systems. The IR task is
often implicit (e.g., a research topic the user is explor-
ing). Demographic information about the user has,
typically, been little used in the IR literature
(Korfhage, 1984). There have been suggestions for
long-term user models as part of IR systems. For in-
stance, a user’s interest across several sessions could
be recorded and used to improve responses to queries
but little work has been done.

Information filtering is a variation of IR; specifi-
cally, it is a type of text categorization. Filters identify
new information which matches long-term, relatively
stable interests. Selective dissemination of information
(SDI, Luhn, 1958) usually employs an explicit profile
of keywords. In some systems, these word lists are
maintained by the users and it not clear if people are
good at maintaining these profiles. Feedback in SDI is
accomplished by the users making changes in their
profiles. g

Agents (see also Sections 3.3.3 and 3.3.7) were
applied to adaptive information filtering by Sheth
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(1994). Specifically, genetic algorithms were employed
as a highly adaptive model of NetNews preferences.
This agent was able to acquire initial models for sev-
eral subjects. It was also able to adapt to changes in
simulated preferences ratings.

Hypertext Linking: Hypertext allows users to browse
text by linking information objects together. Links may
be selected that would be relevant to a specific task of
use or interest to a given user. One example of adaptive
hypertext is from KN-AHS (Kobsa et al., 1994) in
which, for instance, the fact that a user checks a term in
a glossary is used to infer that the user is not familiar
with that term and a full explanation of it is included if
it is used in later text. Thus, tailoring links in a hyper-
text may be related to community ratings on web pages
(Section 3.3.8), to language generation (Section 3.3.10)
and interfaces for training (Section 3.3.11).

Graphical views of objects and links which have
been frequently accessed have been described as
“history-enriched digital objects” (Hill et al., 1993,
also see Lesk and Geller, 1983). Typically, these show
total counts (i.e., baserates).

On the Web, there is often a delay in accessing in-
formation, and it is helpful to predict what topics the
user will browse next. The anticipated material can be
prefetched so it will be available locally if the user de-
cides to access it. Clearly, prefetching would be more
efficient with accurate models of what the user is likely
to access.

Information and Aesthetic Preferences: Information
preferences may include movies a person would like to
view or books or news articles they would like to read.
Information and aesthetic preferences may be distin-
guished from information needs (previous sections) in
not being associated with a particular task. Because the
are based on easily-described tasks, it is difficult to
model users’ processes involved in aesthetic prefer-
ences.

Probably the most successful technique for predict-

ing information and aesthetic preferences is known as
collaborative filtering (Section 3.3.9) although other
techniques for predicting information preferences have
been examined. These include the stereotypes of the
“Grundy” system described earlier (Section 3.3.2).
A content-based system which modeled music prefer-
ences was proposed by Loeb (1992). Songs were cate-
gorized and models developed for each category of
song based on ratings made by the user just after the
song had finished. This is, essentially, an IR relevance
feedback mechanism.
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Table 1. Hypothetical ratings of seven items by four users.

1 2 3 4 5 6  Target
1| 9 1 4 8 3 0 2
213 0 9 2 3 8 1
3] 2 8 7 9 3 1 7
4| 8 3 3 7 8 2 ?

Table 2. Correlations of ratings among four users from
Table 1.

1 2 3 4
1 -
2 -0.14 -
3 +0.10 -0.40 -
4 +0.74 -0.49 -0.11 -

Yet another proposal for predicting information
preferences is based on “interestingness” (e.g., Hidi
and Baird, 1986). This is, essentially, a baserate pre-
diction and might work if there is consensus over what

is interesting. However, where there are substantial.

individual differences, the problem of determining
what is interesting seems no easier than the original
task of predicting preferences.

3.3.9 Collaborative Filtering for Information
Preferences

While most user models attempt to model the user’s
thought process, other mechanisms are possible. Re-
cently, statistical mechanisms based on identifying in-
dividuals with similar preferences have been proposed
(Allen, 1990). With collaborative filtering (also known
as “community ratings” or “social learning”), there is
no attempt to model the underlying cognitive process.
Rather, the preferences of other individuals are em-
ployed, the other individuals integrate the inputs.

Example: While users may differ greatly in their pref-
erence ratings for different items, subgroups of users
may be quite similar to each other. Table 1 shows hy-
pothetical ratings by four users for seven documents.
Table 2 shows the correlation coefficients of the rat-
ings on a 10-point scale for the users. The ratings of
Users 1 and 4 are similar. Thus, User 1’s ratings could

Chapter 3. Mental Models and User Models

be a predictor for User 4’s ratings (specifically, pre-
dicting a rating of 2 for the target item). Beyond the
simple correlations, multivariate statistics, such as
multiple linear regression, combine evidence from
several different users into a single predictive model.
For the data in Table 1, a multiple linear regression
gives an R’= + 0.77 which is better than any of the
simple correlations for that user in Table 2.

News, Videos, Movies, and Music: Allen (1990) used
collaborative filtering to make predictions about pref-
erences for news articles, however, few of those corre-
lations were substantial. This may have been because
of the small number of participants or because news
preferences are not stable and are difficult to predict.

Collaborative filtering has been more successful
predicting preferences for movies. Hill et al. (1995) re-
port studies of video preference predictions with data
collected from the Internet. 291 respondents made
55,000 ratings of 1700 movies. Three of four video
recommendations made by the service were highly
evaluated by the users of the system. In Figure 7, in-
dividualized predictions show a much stronger corre-
lation with the user’s preferences than do the predic-
tions of the movie critics.

Collaborative filtering has also been applied to
recommend music preferences. Shardanad and Maes
(1995) developed the “Ringo” system (also known as
“Firefly”) in which ratings were collected from users
by email. Modified pairwise correlation coefficients
were calculated for 1000 of the people who made rat-
ings. Predictions of preferences based on these corre-
lations were somewhat better than the baserate predic-
tions.

Limitations and Extensions of Collaborative Filter-
ing: A number of constraints determine whether col-
laborative filtering will be effective in real-world ap-
plications. Ratings are often used to build the filtering
models. Ratings are not direct measures of the target
behavior and may be affected by many incidental fac-
tors. The underlying preferences must also be fairly
stable. For instance, musical tastes may change de-
pending on time of day, mood, and what is going on
around a person. The ratings a person provides must
not change very much while predictions are being
made. If the community is heterogeneous and if there is
a wide variety of opinions about the material, a rela-
tively large number of other people must make ratings.

Beyond the basic correlational techniques de-
scribed above, a number of extensions for collaborative
filtering techniques may be considered. While collabo-
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Predicted Ratings
Predicted Ratings

Actual Ratings

Figure 7. Video recommender scatterplots.

rative filtering is an effective technique, it seems likely
that predictions with a mixture of community ratings
and a limited amount of content (categorization) could
be better still. Preferences in one domain (e.g., movies)
could be used to make predictions across domains
(e.g., books). Indeed, a generalized profile might be
developed in which a wide range of a user’s prefer-
ences were combined and compared with other peo-
ple’s preferences. In addition to matching a person
with an information object, user models can also be
used to match one person with another. For instance,
people with similar interests might be identified based
on correlations their aesthetic preference ratings. In
some cases, information about users may be used to
initiate the presentation of information to them.. This
would often be fargeted advertising (i.e., personalized
commercial information); however, other types of in-
formation such as health messages and community in-
formation could also be triggered.

Predictions may be made by friends of the user
(Allen, 1990). In the previous section the subjects in
the control condition had relatively little information
about the preferences of the person for whom the pre-
dictions were to be made. Collaborative filtering might
also be used to make predictions about the preferences
of a group such as a family or friends attempting to
find a movie which they would enjoy. If the group
provides ratings as a unit, the predictions should be
similar to those made for individuals. Alternatively,
group prediction could be synthesized from predictions
for the individuals in that group. In that case, a simple
technique would be to find the item which was highest,
on the average, across users. However, group dynamics
such as the dominance among members of the group
would be difficult to model.

AL AL AR AR AR

" Actual Ratings
3.3.10 User Models and Natural Language

Natural language processing is complex and involves
many user modeling issues. This section is divided into
discussion of low-level modeling issues in the speech
chain and higher-level issues affecting understanding
and generation. Related issues are also considered in
the following section on training (Section 3.3.11) and
in Section 3.3.5 under subsection on plan recognition.

Speech Chain: The activities associated with the pro-
duction of speech may be said to form a speech chain.
There are individual differences at many steps in the
speech chain. These include speaker characteristics in
speech recognition, word senses, complexity of vo-
cabulary and grammar, and dialect. These differences
apply to both language understanding and generation.

Speech recognition attempts to identify the words
in user utterances. Because individuals differ substan-
tially from each other in their speech, it is helpful to
have a model of their characteristic speech patterns.
These individualized models, known as speaker-
dependent models, can be used to transform responses
for further processing. However, a detailed review of
the literature on user models for speech recognition is
beyond the scope of this paper.

Neural networks were used classify gestures of a
person wearing a data glove and then to produce
speech based on those gestures (Fels and Hinton,
1995). The neural networks adapted to the idiosyn-
cratic responses of the user. After 100 hours of train-
ing, a person gesturing with the data glove was able to
use the system to produce speech somewhat better than
a speech synthesizer.
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Language Generation and Understanding: Com-
munication between people is much more than the
transmission of literal messages which can be easily
deciphered with a dictionary and simple parser. Rather,
communication is highly context and task dependent
and both sender and receiver have complex expecta-
tions about the for the interaction. These expectations
are described as conversational maxims (Grice, 1980).
They are: Quality (truthful and accurate information),
Quantity (neither more nor less information than is re-
quired), Relation (information appropriate to the task),
and Manner (clear and unambiguous information).

The emphasis on the function of messages instead
of on their literal meaning has led Austin (1962) to
categorize them in terms of speech acts. Speech acts
may be indirect (Searle, 1980) as in irony where is in-
tended message is the opposite of the literal message.
Purposeful conversations have a regular structure or
pattern of speech acts (Winograd and Flores, 1986).
For instance, we would expect a offer of help to be
followed by an acceptance or rejection of that offer.

In order to engage in communication human beings
may be said to have mental models of the task, the
context, and the other participants. If the communica-
tion is between a human being and a computer
(whether as a task-oriented dialog or as natural lan-
guage dialog) then the computer may be said to have a
user model of the human being. In order to fulfill con-
versational maxims and to initiate speech acts, in lan-
guage generation, a speaker or agent must consider
long-term characteristics of the listeners such as their
knowledge level. In addition, the speaker may monitor
the reactions of the listeners during the conversation to
ensure the intended communication is received. Like-
wise, the listener could expect that the communicator
was following conversational maxims. Recognition of
speech acts by a listener may be viewed as a type of
plan recognition (see Section 3.3.5). As noted earlier,
plan recognition would include many aspects of user
models such as the situation, the speaker’s appearance,
and previous experiences with the speaker.

3.3.11 User Models for Tutoring, Training,
and Help Systems

Instructional interaction between a computer and a
human being may be viewed as a specialized conversa-
tion. For workers using computers to complete routine
tasks, the actions in which the user may be engaged are
generally highly constrained. Thus, for help systems
which try to give advice to those workers, little infer-
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ence is about the task is needed. However, the task and
the user’s interpretation of it are generally less well
known for training or tutoring contexts than for help
system. Thus, plan recognition is an important part of
training and tutoring systems.

Tutoring and training are closely related to each
other although training is focused on teaching skills
needed for a particular task while tutoring is applied to
learning general skills such as reading and mathemat-
ics. Help systems support users who are attempting to
complete tasks with a computer system. These systems
differ in their style of interaction with the student. For
instance, the system may interrupt the user in the mid-
dle of a task to provide advice, or it may wait for the
user to request information. Similarly, the system
might follow a prescribed set of tasks or it might
schedule tasks for the student depending on the model
of the student’s knowledge.

Personalization in tutoring may be modeled by ob-
serving the conversations between tutors and students.
There have been several studies of how human tutors
adapt their interests to a given student and to assess the
human tutors’ strategies for modeling the user (e.g.,
Grosz 1983; Stevens, et al., 1982).

The models of users or students in training, tutor-
ing, and help systems combine aspects of mental mod-
els, user models, and task models. Student models
usually describe the student on a given task but gen-
erally do not include demographic information about
the student. In the style of Figure 4 separate “user
models” with long-term information are often included
in these systems.

The key for training systems based on student
models is in recognizing inefficiencies and errors in the
student’s performance and determining where they
came from. The simplest approach to recognizing er-
rors is to make a catalog of errors for a given task.
However this is not always so easy, there may be sev-
eral correct ways to solve a task.

A more general approach to recognizing errors is
known as differential modeling (Burton and Brown,
1979). This compares a student’s performance to that
of an expert engaged in a similar task. The models a
student has of the task may not be like a expert’s mod-
els of that same task (Clancey and Lestinger, 1981).
Because they are novices, students’ models are gener-
ally simplified or incomplete (see Section 3.3). Indeed,
the student’s model may have inconsistent and even
illogical strategies for completing tasks.

Determining the cause of an error can be very
tricky; an error may be caused by a combination of
factors. Errors may be modeled as the result of specific
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processes. Sleeman (1982) has proposed modeling a
student’s problem solving with “mal-rules” which are
rules that an expert would say are false, but which re-
flect a student’s incorrect beliefs. Similarly, Brown and
Burton (1978) proposed a “theory of bugs”. The
“EdCoach” system (Desmarais et al’s, 1993), models
the task as a grammar for executing sequences of
knowledge units. It then infers the student’s confusions
about these knowledge units by examining the methods
the students actually use.

3.4 Discussion

Focusing on mental and user models in human-
computer interaction highlights the intentionality of the
interaction between the person and the machine. Be-
cause mental models are inside a person’s head, they
are not accessible to direct inspection and it is difficult
to have confidence about how a mental model is con-
structed or how it can be modified. Indeed, a reduction-
ist might assert that there are no mental models per se,
but only “generalizations” from behaviorally condi-
tioned expectations. By contrast to mental models, user
models can be directly inspected and modified. Al-
though for user models many difficult questions remain
about the best way to capture and represent informa-
tion about the user and the task.

Because computing is relatively cheap and widely
deployed, complex networked services can increas-
ingly be personalized Yet, few of the techniques de-
scribed here are in regular use; simpler techniques non-
adaptive techniques are generally preferred as being
more robust. Thus, we may expect mental models and
user models to expand as an area of research and inno-
vation.
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