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Chapter 1.
Information

Figure 1.1: Representation and reality[s]. (check permission) (redraw)

1.1. Information and Representation

1.1.1. Information tells us about the World

Information tells us about the world. It helps us interact with others, make decisions and perhaps
entertain us We may learn about the world from direct observation. I may see that you’re wearing red
shoes today. Or, we may learn about he world from other people. For instance, we watch the television
to find out who won the big game. Or, we might ask a friend “Where are my shoes”?

Information also helps people work better. It helps a farmer find best practices for growing crops and
it helps an office worker keep in touch with colleagues. Information is critical to significant decisions
ranging from health care to international policy.

Information can be personal or an ideosyncratic, or widely applicable to all human beings. It can be
used immediately and lost or stored and accessed for later use. It may be stored in books, in databases,
or in photos for years before it accessed. Information necessarily involves a model to organize and
interact with it. Representation as structure vs function.

1.1.2. Representations and Abstractions

Representations go hand-in-hand with information, they hold the information. They are abstractions
with filter out details. We take an expansive view of the scope of information. We do not make the usual
distinction between data sand information. Rather, than making a simple binary distinction we propose
that such information is evaluated in many different ways and that it’s best to consider the variety of
techniques separately. Because information helps people to make predictions about their environment,
it is natural to develop systems for them to organize, access, and use information. Representations are
used for search engines, planning, problem solving, and design.

Representations hold potential information. Representation is the logical content but by our definition
information reflects the world in some way. Representations differ greatly in their completely, in their
stability, and in their accessibility for human inspection and understanding. A representation
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captures some aspect of the world as an “abstraction”. Fig. 1.2 shows stages in the development and
use of a representation. Every representation is accompanied by techniques for using or reconstructing
its content, and the “model” is the combination of the representation with those routines.

Objects and Events

Encoding/Capture
Representation —

Rettieval /Reconstruction

Display

User

Figure 1.2: The components of a very simple information system. Information processing occurs both during
encoding and during retrieval. The box shows the “model” which is the combination of the representation and
associated information processing.

Every representation leaves something out. Thus, there may be a “representational bias”. Placing
items into a category that is not a perfect fit creates representational bias. That is, the representational
system affects what is captured. The properties of the category are assumed to belong to that item.
Alternatively, important events which do not fit into any category may simply be ignored (4.3.0). Some
information which does not fit neutrally into the representation. It may not come packaged the way
we need it, it may be squeezed into categories into a category where it doesn’t fit, or may simply be
lost. Moreover, categories are not always useful; people can over-generalize.

Indeed, the need for the distinction between categorical and numerical representations is debated.
Categorical representations are essential for symbolic processing but numerical processing could ap-
proximate traditional categories. Still others emphasize processes. Even sequences of DNA can serve
as representations.

Static Representations
Categories are abstractions. Mathematical functions are also abstractions. The points in the graph on
the left of Fig. 1.3 are well described by a straight line.

Figure 1.3: A straight line can be an effective representation to describe a set of data points (left). However, the line
is less satisfactory if the points are scattered (center) or if a curved line may be a better representation (right). A
representation that fits curved lines will be more complex.

Math and logic may be thought of as meta-representation frameworks. Mathematical equations are
one type of representation. One basic distinction is between discrete (symbolic) and continuous repre-
sentations.

Representing and Modeling Events, Sequences, and Processes
The terms representation and model may be used interchangeably. We make the distinction that a
representation is static while a model is dynamic or, at least, is used to describe a dynamic process. A
computer program or simulation may use the model to generate a result for a given set of conditions.

Events and sets of events. Process models. Knowledge as an embedded process. Procedures (such as
recipes) programs, and simulations.
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Figure 1.4: Modeling tools may also be used to complete specific tasks without emulating a natural processes.
(check permission)

| Ingredients | Directions |

2% cups all-purpose flour | Step 1. Preheat oven to 375 degrees F (190 degrees C). In a small bowl,

1 tsp. baking soda stir together flour, baking soda, and baking powder. Set aside.

% tsp. baking powder Step 2. In a large bowl, cream together the butter and sugar until

1 cup butter, softened smooth. Beat in egg and vanilla. Gradually blend in the dry

ingredients.

1% cups white sugar Roll rounded teaspoonfuls of dough into balls, and place onto ungreased

1 egg cookie sheets.

1 tsp/ vanilla extract Step 3. Bake 8 to 10 minutes in the preheated oven, or until golden.
Let stand on cookie sheet two minutes before removing to cool on
wire racks.

Figure 1.5: Example of a procedure. In this case, a recipe for cookies. (check permission)

Accountability for the processes from sources such as organizational control, professional oversight,
legal restrictions, and political processes.

Modeling as description or modeling as prediction. A process can store (or encode) information if it
causes actions to be more effective. Presumably, there is necessarily a limited context in which a model
applies. The ability of a model to match complex activities depends on how well the representation
and processing match the task.

Natural
Objects and Events —_— Process —  Actual Results

l |

Model Input , Model , Model Output
(Independent Variables, IVs) (Dependent Variables, DVs)

Figure 1.6: A simple model may emulate a natural process. Given the same input (the IVs), the output of a model
(i.e., the DVs) should match the output of the natural process it is emulating.

There are many possible features on which to focus so the first step is the identification and selection
of features.

Simulations as information resources which need metadata. The actual results become a goal or a
target. Nonetheless, these models reflect natural situations. model may be abstracted and used to
generate new responses for situations beyond those from which it was originally developed. Many of
these environments and systems are too complex to model accurately, and many details are lost. It
is helpful to develop several related models, each of which specializes in different aspects of the same



4 Copyright R.B. Allen, 2000-2018 — DRAFT - no use after 9/13

task. Later, we will consider applications of models such as student models, domain models, and task
models. For each model, there may be multiple levels of goals or targets and these may even conflict
with each other.

Abstractions of Processes
Any representation can be considered an abstraction, it leaves out details. However, the idea of abstrac-
tion usually refers to increasingly general systems for solutions to handle a family of related situations.
Tools for developing such procedures and processes. Abstraction of properties. Abstraction of processes.
Abstraction of behavior. Workflows are instances of process abstractions.

1.1.3. Structure, Languages, and Context

Information Structure and Information Architecture
Information architecture is a broad term which suggests a design plan for the structure and acces-
sibility of information. This involves aspects of the layout and the conceptual structure (6.3.5, 7.3.1).
Typically, the information architecture applies across and help to provide continuity to an entire web
site. Wireframes as schematics for a page and site. Wikipedia as conceptual organizing system.

Structure is broad but essential. We have already seen examples of information structure in taxonomies
of classes but they many also be organized by rote systems such as alphabetical order.

Another common type of information structure in based on attributes. Tables present attribute values
for instances of a category. Many of these structures are used in visualization (9.6.5, 11.2.5). There is a
challenge of matching the presentation structure to the conceptual structure. There are multiple struc-
tures. Intentional structure versus derived structure. Furthermore, structure can support interactivity.
Visualization (11.2.5). Hierarchies.

Building intranets and doing enterprise content management. Implement lifecycle.

Natural Languages

Natural languages, those languages used by human beings, combine symbols in a complex structure.
Compare the sentence “The robber was described as a tall man with a black mustache weighing 150
pounds” with “The robber was described as a tall man weighing 150 pounds with a black mustache”.
In the first sentence, common sense aside, the structure suggests that the robber’s mustache weighed
150 pounds. The second sentence, composed of the exact same words, conveys a more plausible, though
perhaps less amusing, meaning (6.2.3). Structure, especially that of a natural language, is referred to as
“syntax”. Syntax is contrasted with “semantics,” or meaning.

Language allows people to communicate complex information. At the level of culture and society,
language and writing are related to the development of complex social organizations that are composed
of semi-autonomous units coordinated for a goal. Symbols may be combined into larger meaningful
units. Sometimes, the composition of symbols simply modifies the original and sometimes it creates a
much richer meaning such as discourse, explanations, and narrative. ~Convseumersation as a model
for interactivity.

Understanding
Understanding the Dilbert cartoon in Fig. 1.7 seems easy, but to even begin to understand this cartoon,
the reader must know that the speakers are in an office, that the man in the suit is the boss, that
networking is a mysterious art to the layperson, and that rodeos are held in places where there is hay.
In short, without the proper context, a reader would have trouble even understanding this cartoon,
much less finding it funny. Beyond what is covered in the representations. Not everything is in words.
Pragmatics. Discourse macro-structures.

Individual words (or symbols) have very little meaning in isolation, rather, their meaning comes from
their relationship to other things. A smile may indicate a greeting in one context and irony in another.
When a situation is described by a sign or a set of symbols, many of the subtleties of its context are
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MLWA FlaA I CAN'T AND YOU'RE POORLY THERE'S A FIFTY
FlA oQH UNDERSTAND DRESSED. YOU ™MUST PERCENT CHANCE
MAH FUH. | A WORD YOU BE SOME SORT OF T HIRED A DATA

SAY, NETWORK

ENGINEER,

TECHNOLOGY EXPERT,

www.dilberf.com  scotiadams®aal.com

3(gjas  © 199 United Fasturs Synaicats, ing.

Copyright 2 1999 United Feature Syndicate, |Inc.
Redistribution in whole or in part prohibited

Figure 1.7: Note how much context must be inferred to understand the pictures. (redraw)(check permission).

lost. Consider how a personal photo seems hollow in comparison to the original event or meaningless to
a stranger; that is because much of the context is missing. However, by its nature, context is difficult
to represent accurately. User engagement with information resources and making meaning.

Understanding can measured by the ability to behave and respond appropriately in novel situations.

1.1.4. Concepts, Signs, and Symbols

Concepts
Concepts are the units of thinking. They are often related to words but they not map directly to
individual words (Fig. 1.8). Concepts model could be similar to category prototypes (2.1.3);

As units of meaning, concepts are Meaning, semiotics, and signs. Relationship to belief systems (4.5.0).

Two senses of conceptual models. As described above, models attempt to represent some process
in the world. Some models are physical (e.g., an airplane in a wind tunnel) but other models are
purely conceptual. Conceptual models are used for description and design. For instance, data models
(3.9.0) are used to describe databases. UML and OO modeling for conceptual models. Even equations.
But, these are discrete models based on entities. Representing semantics rather than surface level.
Conceptual-dependency theory.

Implicit conceptual models. Belief systems. Navigation. Discourse communities.

Signs and Signals
On one hand, it’s obvious that a picture is not the same as the object it represents. On the other hand,
we may not make that distinction clear. Semiotics. Graphical semiotics. For instance, maps (9.10.5) rely
heavily on the relationship of symbols to physical space.

Concept

Object Symbol

Figure 1.8: here is a view of the relationship of symbols, objects, and concepts. Meaning triangle (adapted from
Sowa). In this viewpoint, symbols are distinguished from Concepts. However, other models do not propose such a
strong separation of concepts from symbols.

Strctured Descriptions
Descriptions of information or physical objects.

1.2. Interactivity

When a person interacts with an information system by making a query or by following a hyperlink,
they retrieve resources that are presented by the system, combination with other resources.
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1.2.1. Interacting with People and Computers
Information behavior later. Interactor’s model. Experience management not just for entertainment but

also for learning and therapy.

Environmental
Context

@ Mental Model User Model
R -
. O

Lo

L 1

Figure 1.9: In a conversation, each participant between a user and an information system. The user and information
system may tailor their responses to each other. Moreover, they may be affected by the environmental context. We
would say the user has a mental model of the computer and that the computer has a user model. (smaller)

Speaker A Speaker B
How do I get to Berlin?

You should take the 10 o’clock train.
Do I need a passport?

No, not anymore.

Figure 1.10: Interaction with an information system may be viewed as a type of dialog. Here we could imagine that
Speaker B was natural language interface. Beyond verbal interaction, all types of interfaces need to have properties
of a dialog.

The sequence of the interaction.

People interact with information all the time. Most of this information is routine but some types
of information are critical. People may work hard to get the information they need. This can be
interacting with information systems but it can also be interacting with other people. Furthermore,
individuals and groups spend a great deal of time organizing information. Task-oriented versus leisure-
oriented information behaviors. There are many aspects of information behavior and information use
beyond information retrieval which we consider in other chapters.

Mixed initiative dialogs. Virtual events. Rendering speed.

A lot of what people do is social. Information is the glue that makes human social interaction unique.
Language use is instrumental. To varying degrees, people often try to take advantage of situations.

When two people interact, each forms a model of the other and uses that model to interpret what the
other means. One person may come to understand the other person’s sense of humor, and when they are
joking and when they are not. Indeed, this model formation is a property of all mutually interactive
systems including people interacting with computers. Human beings have developed language as a
system to transmit information from one person to another. The key turning in the lock to announce
the mother coming home is a good predictor of her arrival, but it is not intended to announce the
arrival; that is, she does not intend to use the sound of the key as a signal of her arrival. However, the
mother might call the child’s name or say “I'm home.” That is an intentional, direct transmission of
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information through language. For language to communicate information successfully, there must be
agreement about the meaning of symbols. Although this agreement is largely defined by the arbitrary
assignations of meaning to words or phrases, as may be defined in a dictionary, agreement is also based
on shared experiences, including cultural expectations and education. A message such as “This is the
end of the line” may mean one thing to the sender and something entirely different to the recipient
(Fig. 1.11). Social systems are extremely complex and can be adaptive.

Figure 1.11: Communication is an exchange of information between people, but it does not result in both participants
having exactly the same interpretation. One part of the interaction is consideration of the motives of the other
participant in the interaction.

Mobile phones minimize the possibility of getting away from work. Timing and nature of work.
Argumentation, social media, and interaction.

Social Rules and Norms Norms Self presentation constrained by norms Norms and conversational
maxims. We describe the conscious violation of norms for gain as gamesmanship.

1.2.2. Discourse and Narrartive
We described language briefly. Doing things with language.

Tasks, work, activities. Explanation, narrative, argumentation, and The focus in on what is conceptu-
ally meaningful rather than what is easily structured and manipulated.

Genres.

Indeed, narrative seems to be a way that people analyze the world. Narrative stories. Events and
processes. Narratives are a way of organizing the world. Narrative. Causation. Building concep-
tual models. Stories and indicators of what is important to people — an indicator of a essential gist.
Representing characters. Drama and cyber-drama (11.5.3). Dynamic storytelling.

1.2.3. Information and Social Organization

Information is interwoven with social interaction; the development of information systems affects the
development. The exchange of information is a fundamental human activity. The shading and timing
of that information exchange for personal benefit is also typically human of complex social organization
(Fig. 1.13). The importance of information in modern society is evident in the many information-
intensive social institutions such as schools and libraries as well as the prominence of information services
in government. Science is a set of procedures for generating knowledge has shaped our technological
society. Similarly, the ease of collection and dissemination of large amounts of data greatly increases
social complexity. Social needs help determine the ways information systems are developed so that
there is a socio-technical interaction. Open Society.

An information-based society depends on being able to trust the work of professional journalists, records
keepers, and scientists.

Constraints and the Strength of Weak Ties
If there are enough weak ties, cumulatively they may exert a strong effect. Network of connections.
Biological bases. Situatedness of social interaction. Context. But, this does not imply that they are
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arbitrary. They may be viewed as complex systems. Numerical models are better for describing con-
straints and probabilities. Processes from personal decisions to language comprehension to economics
may be described as balancing complex constraints.

o~/
o/\)

Figure 1.12: Constraint network. (redraw) (check permission)

Culture
The way that information is presented and used can have lasting impact on both the actions of a
societal group and its consciousness. Fables can provide simple and easily remembered lessons that
become part of society’s collective cultural heritage. This can be contentious because of the difficulty of
defining culture (5.8.2) and cultural artifacts. Culture as shared understandings. Culture is most closely
associated with aspects of fundamental human needs.

Information systems have indirect effects on the user and the user’s organization or social context.
Ambiguities in what aspects of culture need to be preserved. Collective memory.

Culturnomics. Indicators of culture.
Meme.

Information technologies and systems interact with human culture. Writing and civilization developed
simultaneously. Papyrus allowed early libraries to develop, the transistor radio encouraged the devel-
opment of rock-and-roll, and the computer and computing networks, among many other effects, have
created video games and made long-distance communication easy. Stored information helps people to
make good predictions.

Figure 1.13: Written language is associated with the development of complex social structures. In this case, written
Mayan, accompanied urban development in Central America. (check permission)

Social Policy
Policy statements guidelines for shaping society. Freedom of information is interdependent with mar-
ket economics and democracy. Indeed, information is almost always developed to facilitate meeting
human needs. In a social situation, essential information about the situation is obscured either by
sheer complexity or by intentional manipulation of appearances. This tendency may be corrected by
transparency and disclosure. Cultural factors and freedom of information. Behavioral insights into
framing policy.
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1.2.4. Planning, Design, and Designed Environments

Models capture and then may be used to reproduce some aspect of the world. However, models can also
be used for generating novel scenarios. This can be through design. Design is seeking a preferred state
(11 Handling complexity with design. Creating structure and processes not just artifacts. Designing
individual features versus seeing the whole. Design as an essential part of engineering (9.4.4). Secondary
design (reuse for an unexpected purpose). Ambient design incorporates technology into the users
environment. For instance, a colored light in your home might indicate the outside temperature.

15
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Figure 1.14: Maya animation Tool. (check permission)

Abstractions focus attention on specific features. but in other regions they can also lead to poor
outcomes. Over-reliance on one set of conditions may lead to disruption when conditions change.
“Design continues in use.” Practice-base design. Manipulate, build, and apply information for physical
objects. Social-technical systems. Creating artifacts and environments for collaboration. Collaborative
design activity (3.8.0).

Coordination. Articulation.

1.3. Systems

Many different types of systems. Static versus adaptive systems. Goal-oriented systems.

1.3.1. Entities, Discrete Systems, Sub-systems, and Syste  m Analysis

General systems theory. Circulatory system, Respiratory system. Systems and processes interactions
among the components. Complex environments may be modeled as systems'®. There could be envi-
ronmental systems, social systems, and medical systems. A system is a representation that integrates
individual components and coordinates the interaction among these components. People often fail to
understand the complexity of systems. This complexity amplifies the tendency to focus on details. In
many cases, the person should focus on analyzing the interplay of factors. Systems may be entirely
self-contained; these are called closed systems. By comparison, open systems interact with their envi-
ronment. While it possible to understand the behavior of complex systems when the environment is
relatively stable, by the very definition of open systems, it is always possible that the environment will
change and the system will react in very unpredictable ways.

S

Figure 1.15: A closed system (left) has clear boundaries whereas an open system (right) interacts and merges into
its environment. A organization situated in society is an example of an open system in which the external forces of
the society affect the organizational processes. (check permission) (redraw)

Systems can be often decomposed into sub-systems. The human body is said to have a circulatory
system, a reproductive system, a nervous system, and a respiratory system Though, the boundaries
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between these sub-systems are not always very clear. Systems use information for control but more
broadly, many systems process, store, and allow retrieval of information. System analysis attempts to
determine the components and relationship of the components of systems. Systems analysis is applied
for requirements specification (7.9.1). Describing and re-designing systems. This may include attempts
to develop models of the organization.

Systems as flows and procedures. System analysis is the study and description of systems which is
widely used in organizational design and change. Yet, most system-analysis models do not consider
non-linearity.

Control Systems and Adaptive Systems
Control systems which respond to and provide information about other parts of systems are common
in many systems.

Information may be used for automated process monitoring and adaptation. Simple notion of control
from a signal. The information may signal when to move to a new state or the basic model has simple
feedback with a controller (Fig. 1.16).

It is common for such systems attempt to attempt maintain current conditions (i.e., homeostasis). An
example is that people eat when they are hungry presumably with the goal of keeping their blood sugar
stable. In traditional control theory, this is known as a control point. Another example is a thermostat.
In a thermostat there is a set point - a target temperature. In systems without such targets, it’s possible
for the system to run out of control. Cybernetics and mechanisms of control['6). Traditional view of
feedback controls a single parameter but with computing systems, the controller itself can be modified.
Fig. 1.16 shows one adaptive element (left) and coupled adaptive elements (right).

o

Controller

| Process N

Figure 1.16: Feedback uses the output of a process to affect how to control that process. In simple feedback
systems such as a thermostat, the controller has a highly predictable control function. However, many complex
systems have adaptively at many different levels. One way that might happen is with a double loop model as shown
on the right.

Dynamical Systems

Dynamical systems (-A.10.2). Feedback models such as those in Fig. 1.16 allow only limited adaptation.
Beyond simple adaptation, learning is a change in a representation. This may be through a conscious
process of knowledge discovery. Or, it can be more spontaneous. The information which has been
received is captured by the representation. Learning requires an adaptive representation. Some models
are adaptive; they adjust representations and processes to match changing conditions (Fig. 1.17). By
comparison to most adaptive systems, human learning is particularly complex and people seem to have
multi-layered and highly adaptive representations.

In some cases, two complex systems or subsystems interact with each other. When this interaction
changes both of them, they are said to be co-evolving (Fig. 1.18).

1.3.2. Complex Systems
Many systems and very complex with many feedback loops. Some of those will eventually reach an
equilibrium while others will not.
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Figure 1.17: Imagine a system that produces a regular pattern (dark line) across time and a model that is trying to
adapt to it (light line). The model will be successful at matching the target only if it has an adequate representation
and learning algorithms. In this example, by the end of the sequence, the model seems to have learned the phase
but has trouble matching the sharp angles of the original pattern.
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Figure 1.18: Co-evolving systems.

Complex systems can survive in equilibrium for long periods. In other cases, they are notoriously
unstable™. But, even among complex systems, there are different levels of fluidity.

Complex systems typically are non-linear models which show emergence, that is they show a sudden
shift to a new rich structure. An emergent property is one which is not readily predicted from the
lower-level elements.

Complex systems may hit a tipping point. Attempts to control complex systems can lead to unintended
consequences. Risk that complex systems may fail catastrophically.

Govemment and foreigners affect economy
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Figure 1.19: A small example of complex system. Complex systems have many feedback loops and non-obvious
behavior. Indeed, these systems behave like multi-loop feedback mechanisms. They adapt in a way that maintains
the overall stasis; but when change occurs, it is precipitous. (check permission)(redraw)

Simulation and prediction.
Agent-based models for psychology, sociology, alife.

Emergent structures.
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1.3.3. Self-Organizing Systems

In some cases, very complex and highly structured systems seem to arise spontaneously where there is
no central control. Coordinated group behavior such as packs and flocking (Fig. 1.20). Three rules of
flocking[?l: Separation, Alignment, Cohesion. Human society itself may be seen as a complex adaptive
system but it is extraordinarily complex and adaptive.

Figure 1.20: (left) Swarm intelligence can be seen in the coordination of flying bats leaving a cave; although each
individual is acting independently.' The entire group has creates a coherent structure. (right) Building by autonomous
termites. (check permission)

More formally, we can say that some complex systems develop a stable equilibrium without external
control. Other systems are completely chaotic and never develop a stable pattern. Fig. 1.21 shows a
tube dancer which is a plastic tube placed on top of a powerful fan.

Emergent systems have high-level regularities which emerge from seemingly random patterns at lower
levels. There are many examples. Culture and society are complex systems. Biology, economics, and
even society itself are examples; typically, these structure incentives. But, many of these very complex
systems are not stable. We can see evidence of this instability in the failure of the economic system. The
may show chaotic behavior (-A.10.2). Further, the environment in which they exist may be changing. In
other words, the structures are poorly defined and the data flow among them is uneven. Indeed, it is the
nature of complex systems that they will eventually become unstable and faill’l. Some complex systems
can be self-aware and self-healing. That is, they monitor aspects of their status and can compensate.
Self-replicating technologies.

Figure 1.21: Complex adaptive systems are like the “tube dancer” in that they are continually changing shape in
ways that almost impossible to predict. The tube dancer has a fan under a nylon tube. As the fan runs, the dancer
inflates and develops a shape but the fan isn’'t strong enough to keep it totally inflated and it collapses eventually
forming into a new, but related shape. (check permission)
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1.4. Information Resources, Information Processing, and | nforma-

tion Systems

1.4.1. Information Resources

When information is captured and managed, it becomes an information resource. When the envi-
ronment is stable, and the effective representations employed, information can help people adapt to
new situations. When we save representations, they can become information resources. Because it is
so useful and because it can be applied across situations, information can be collected and organized
into information resources. Moreover, information systems are developed to manage and present the
information resources. They are all supported by and must serve social needs.

There many different stimuli in almost any environment but some environments are particularly rich

Figure 1.22: In information-rich environments, there and many possible choices and and many details to be
considered about each choice. (check permission)

From captured representations to information resources. We distinguish between information represen-
tations and resources. Information resources differ most fundamentally in terms of their representations
but they also differ in the ways the information is captured and the ways it used. Information resources
include works such as documents, aggregations such as databases, distributed content such as neural
networks, and model-based simulations. Publishing.

Types of Information Resources
Documents (2.3.1).

Repositories  For any task, a single information resource such as a recipe and a book may be all
that’s needed. The ecology does not does not develop spontaneously but is based on specification and
implementation of policies.

Information environments should support complex activities such as critical thinking, design, and sci-
ence. These also introduce a new set of representational frameworks. The structure is an essential
aspect of an information resource. Such organizational structures may range from hierarchical or data-
flow models. By adding secondary representations such as summaries, links, and descriptions. The
needs of users for information can be supported either by interfaces that allow the users to explore the
available information, or by interaction with other people who may be able to help them.

There are pragmatic needs for information management. For instance, it is essential that a doctor’s
patient records are available in an emergency.

Description and access. Developing approaches for finding information.

Information systems manage sets of information resources. Resources evolve and, in fact, entire areas
evolve (Fig. 1.24). So the information systems cannot be static. The policies for their management
involves tradeoffs. Collections of objects have common descriptive themes. A simple collection may
aggregate objects such as the sea shells picked up at the beach. However, more formal collections try
to select objects; they might include a range of different shell types. Formal collections of information
resources are managed by information institutions (7.2.1), and the items in a collection may be selected
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Figure 1.23: Related information resources are collected and aids like summaries, links, and descriptions are useful
in retrieval of resources from those collections. Multiple representations.

Collect

Index Archive
Plan — Create —— —

Use Dispose

Store

Figure 1.24: Information resources have a lifecycle which starts with planning and ends with disposal of the resource
(though a small amount may be kept forever). In some cases, an old version is replaced by newer versions. In a
broader perspective, parts of the older documents documents are reused and “lifecycle may be seen as a continuum.

with some common theme. A collection could consist of books by a certain author, or it may attempt
to provide all the important viewpoints on a given issue. With regard to information, this means that
collections attempt to provide a variety of perspectives on certain topics. A bibliography is a list of
records that survey the issues surrounding a given topic, whether or not the collection actually has
those records. Bibliographies are usually generated in response to specific user requests. They may be
either “descriptive” or “systematic”. Tagging the structure of documents with XML.

Beyond ensuring accuracy, an information system should provide useful content; thus, the information
manager must understand the needs and capabilities of the user population. Content in an information
system is often associated with specific tasks; when those tasks are complete, the content can be
discarded. Even material that is not task-oriented becomes dated and should be removed. The lifecycle
for content is illustrated in Fig. 1.24. The management of information content necessarily involves
trade-offs and judgment about selection, access, organization, and preservation. It should also be
recalled that while information resources can be managed with a lifecycle approach, those resources
may well have value outside that what is normally considered the lifecycle!™.

1.4.2. Modeling Tools and Environments

Programming environments.

Reuse and interoperability. Interoperability at many levels. Levels of interoperability.
Applies to networks, Programming languages. Composable simulations. Services.
Agent models.

1.4.3. Information Behavior (Human Information Interacti  on)
How people use information. These include leisure reading (10.2.0) personal information management

(4.11.0) and plagiarism (5.12.3). Cultural factors in information behavior. (5.9.1). Principle of least effort
7]

Information is valuable for people and they react to it. In some cases, those reactions are simple and
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predictable. In other cases, the reactions are involved. Information is integral to the completion of
tasks. The information a person uses to complete tasks often consists of formal resources (e.g., journal
articles, books) and in other cases, the information is derived from databases and email messages). An
information system can adapt to a user’s interests, abilities, and roles. That is, it develops user models
and task-models. Beyond supporting access to specific resources. Some users are engaged in complex
intellectual activities.

Figure 1.25: Boy reading. (check permission)

Questioning and Sensemaking
A type of interactivity. People are continually evaluating their environment (Fig. 1.26). Searching for
simple answers. Searching for comprehension. This is a type of interactivity.

Mental Mo
O

Environment

Figure 1.26: People actively interpret what is going on in the world based on their experiences. (Add “action”)

Finding Information

A simple model is typical of most scholarly research in which a lot of background information is collected
(Fig. 1.27). While these two models, focus on interaction with existing resources, information resources
also include materials which are generated in the process of completing a task (Fig. 1.28). Such
materials may be informal like as notes and annotations or relatively formal such as working papers.
Understanding the tasks required of the user helps us to define information systems. This is very similar
to the schematic for social interaction shown earlier and extended in Fig. 1.9. Some decisions, may
involve extensive research (“look”) while for others the person already knows the necessary information
and doesn’t need to acquire more. This model also describes collaborative interaction with information
resources.

| 4
Look Decide Do

Figure 1.27: A very simple model for using information to complete tasks: Look— Decide— Do.

External
Information ~— Developer ~——  Artifact

Resources

Figure 1.28: In still other cases, a significant information artifact is developed and the Developer may refer frequently
to it.
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Many systems for finding information.

Critical Thinking and Information Quality
Many types of inquiry. We need to worry about whether information is applicable within its pro-
file. Emphasis on rationality. Authority. Quality from professional reputation standing behind it.
Information security and assurance. Like the analysis required by organizational information systems
(3.4.2).

History is presented in media. What do people accept as factual. Beliefs (4.5.0). The digital convergence
means that it is increasingly easy to modify digital content. What do we trust? Users depend on the
accuracy of content, whether it is news, scientific, scholarly information or official records or directions
to the nearest restroom. However, there is a lot of incorrect information and often just plain distor-
tion. Clearly, the picture in Fig. 1.29 is a fake, but other misleading information is well-disguised and
intentionally deceptive. As consumers of information, we have to rely on the credibility of the source.

Figure 1.29: An obvious fakel?! (left) (check permission - HP) Other fakes are more nefarious (right) and may be the
result of systematic dis-information efforts.

1.4.4. Information Processing

Extract and apply regularities. Information interfaces. Making effective interaction via understanding
the context. Computation or information processing operates on representations. It can include the
creation of representations and extraction of information from them. Indeed, the representations and
algorithms for operating on them go hand-in-hand. Both required for the task to be accomplished.
Human information processing is often more heuristic.

Waterfall process versus interactions with feedback into a knowledgenase.

Ideally, information can be generalized to situations beyond which it is collected. We can use such
information to navigate novel situations. The representations and information processing techniques
can be symbolic or numeric; that is, the representations can be comprised of symbols (e.g., language) or
images (e.g., photos). When there are unstructured tasks with many possible outcomes, the synthesis
of facts (i.e., inference) of information is often needed.

Classification, Recognition, and Recall
Classification. It helps to answer questions such as: “Is this person Bob Allen?” or “Is this car a
Buick?” (2.1.1).

Recognition may occur as part of information capture or during retrieval. The identification of
phonemes is a part of speech recognition systems (11.3.3). Recognition may simply mean identification
or categorization. The opposite process is also found. Creating an instance from a model. Rendering.
This is often useful for simulation.
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Inference
Inference is the integration of information to reach a conclusion and is often a step towards action.
Retrieval and inference. Inferences synthesize those fragments. If clear premises can be established,
then logical rules can often be applied. However, it’s often difficult to establish the premises so statistical
inference must be used.

Even if we have an effective representation, we need to be able to operate on it. Information processing
versus computing. An information system may “know” something (i.e., it is represented in the system)
but not be able to retrieve it; this would be a “retrieval failure”.

Types of inference: Deduction, Induction, Probabilistic, Statistical, Abduction, Defensible. Rules of
thumb. Heuristics. Logic is one approach to inference; logic (-A.7.0) is a set of procedures for generating
inferences from categories and attributes; one type of basic logical inference is the syllogism (Fig. 1.30).
This type of reasoning is valid only if the category assignments are valid. A second type of inference
is based on statistics or probability. We many infer that the sun will rise tomorrow based since it has
risen every other day of our lives. Inferences made by humans are susceptible to cognitive distortions
such attentional bias and poor ability to calculate probabilities. We will examine these models more
systematically when we consider scientific modeling (9.2.0).

Assertion | If all animals breath and
Assertion | If Lassie is an animal

Inference | Then Lassie breathes.

Figure 1.30: When information is stored as attributes those attributes can often be combined to infer additional
propositions. Inference may be logical or statistical. A syllogism is an example of deductive logical inference.

MHR interface. Automating simple tasks.

Analysis, Analytics, Data Science, and Informatics
Analysis involves extraction of many types of information and many inferences. The ability to collect
and process large amounts of data makes huge difference in society. Large data sets Machine readable
data. DOI for data sets. Existing metadata for scientific data. Linked and open data. Often integrated
from different databases.

QUOTE Volume, velocity, variety, and veracity. Data collected from various sources can have different
formats from structured data to text to network/graph data to image, etc. Veracity concerns the
trustworthiness of the data as the various data sources can have different reliability. ENDQUTE

Exploring data. Continual cleaning and improving data. Data analysis platform. Unstructured data
such text, audio, and video. Application of information science principles. Comprehensive information
systems are now interwoven with many aspects of modern society. Thus, information management and
use is now essential across many fields. Application domains for information management. Informatics.
Domain specific applications for information processing and management. Domain specificity means
that the data will be siloed and difficult to cross-reference.

Living analytics (5.10.1), Medical data sets (9.9.3), Business records (7.4.1), Scientific data sets (9.6.1), and
Civic data (8.1.1).

Modeling complex systems. This often has a specific vocabulary system.

Medical informatics. Applications of information to a variety of domains. Chemical informatics. Human
genomes project. Cancer genome. Chemical informatics. Community informatics.

Coordinating search across federated databases. Neuroinformatics framework. Standardized terminol-
ogy for neural information.

Organizing the data deluge from sensors. Fig. 1.31
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Figure 1.31: The Protein Data Bank (PDB) is a database with many facts about specific proteins. (check permission)

Visualization. Spreadsheet. Data mining. Informatics.

X

Figure 1.32: Large data sets have proven effective at forecasting everything from baseball to politics.

Data analysis organization. Coordinating with other organizational goals and with implementing the
results of the data analysis.

1.4.5. Information Institutions and Professions
Scholarship
Stand somewhat apart from society to be able to make observations about it.

1.4.6. Information Systems and the Management of Informati on Resources
Variety and Use of Information Systems

Information systems process and manage information collection, storage, and delivery in order to serve
the information need. Although the term “information system” is most often associated with organiza-
tional information systems, there are many types of information systems; search engines, collaborative
systems, and databases. Information systems can be as diverse as airline reservation systems, digi-
tal libraries, Web servers, or virtual-reality environments. These types of systems add value to raw
information in several ways: they make information easier to use, reduce noise, increase information
product quality, increase adaptability, and save time and money?. We consider information systems
more broadly than just those which serve businesses. Services science.

Some Canonical Information Systems
There are many types of information systems and sometimes they are not easy to disentangle and
identify. Here we describe some common ones.

Databases Metadata bases information retrieval. Medical retrieval systems and GIS Systems. In
some cases, those may include information processing. User interface for providing access. Information
systems help information to show its greatest utility; they help people use information to direct their
actions toward a desired outcome. To this end, it is helpful to consider one approximation of how
information helps people to complete tasks. Given a goal, a person must Look for information relevant
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Interactive

Individual Collaborative or
Organizational

Content

Figure 1.33: Dimensions of information systems.

to that goal and use that information to Decide on a course of action, which they then carry out, or Do.
This may be summarized as Look— Decide— Do. For the completion of complex tasks, this sequence is
often repeated as a cycle at various stages. More complex tasks interweave information and action at
several levels (7.9.3). Where does the content come from? What makes the systems most effective?

Organizational Information Systems: Supporting and Modeling Reasoned Decisions Human interaction
with information systems.

Decision Support Systems. BDI. Electronic records.

Organizational information systems Figure 1.34 must be coordinated with organizational goals and,
thus, have complex management issues.

DSS | Decision support system

TPS | Transaction processing system
EIS Executive information system
EKP | Emergent knowledge processes

Figure 1.34: Several types of organizational information systems.

The Web and Search The Web can be thought of as a framework for coordinating sets of information
systems. In other-words as a common-use hypertext. Search and information retrieval systems.

Experiential Information Systems Movies, Games.
Metaverse. Mirror worlds.

Developing and Managing Information Systems

We have defined information systems broadly to include many approaches for providing information
to people. An information system is more than a simple technology; it also consists of content and
users. Designing, constructing or using an effective information system thus involves much more than
simply writing a good piece of code or using the fastest computer; it requires all of these pieces, the
task, the content, the users, and the system, to function as a coordinated whole. The following sections
outline various issues for information storage and processing, use and impact, and content and system
management. Developing a design.

When information systems are introduced or changed, they often disrupt existing practice. Making
interaction easy. Indexing and user interfaces. Information resources should be easy to access and to
use. Tools for access. Specifying the context in which an information system will operate. Services.
Risks to information integrity.
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The management of information systems and content should reflect the types of users and their needs.
In addition to managing the information system should be distinguished from managing the content. To
develop a useful information system, it is usually necessary combine human procedures and technology
upgrades: detailed analysis of how the system will be used; a clear vision of the lifecycle of the entire
system, as well as the content; audits and best practices guidelines; the incorporation of new technology;
and wise information management (7.10.2). Systems also have a lifecycle (Fig. 1.35).

} f

Requirements —— Design —— Implementation — Evaluation — Maintenance — Retire

Figure 1.35: A simple model for the lifecycle of an information system. We will consider more complex development
processes in later chapters. Note the similarity to other types of information systems.

The development and maintenance of a set of information resources, of the assignment of metadata,
and of the underlying information system are often costly. A business model describes how these costs
will be recouped. Among the most common business models are support for organizational activities
direct payment (akin to a newspaper subscription), and public service (as in public libraries).

For an information system to be of value, the information that it contains must be managed. Decisions
need to be made about what should be included, and also to whom the information should be available.
Even when the system has been deployed, content often needs to be refreshed. Poor information
management may result in information disasters!® (Fig. 1.36).

As NATO and the United States continue to deal with diplomatic fallout from Friday’s Chinese embassy
bombing in Belgrade, a senior U.S. intelligence official told Salon NewsNews that the CIA team in charge
of choosing Yugoslav targets does not include any agents or experts with recent on-the-ground experience
in Belgrade.

Speaking on condition of anonymity Tuesday, the official said that no CIA officer with an up-to-date,
walking familiarity with the Yugoslav capital was on the targeting team when China’s embassy was
mistakenly bombed Friday, killing three occupants and injuring 20 more. Nor, apparently, does the CIA
have clandestine spotters in Belgrade helping verify targets picked from maps and satellite photos.

The issue has taken on added gravity because the CIA has admitted it used a partially updated 4-year-
old street map and “educated guesses” to select the target, which was thought to be a Yugoslav arms
agency. In this case, the maps did not show that China had vacated its old property and built a new
embassy elsewhere in 1996, even though American officials, from the U.S. ambassador to the semi-public
chief of the CTA mission, frequented the embassy for events. The U.S. embassy in Belgrade was closed
and its staff evacuated March 24.

Figure 1.36: One example of the problems caused by faulty information!!]. (check permission)

1.5. Infrastructure and Technology
While this text is about information content and people’s interaction with that, it’s clear that technology
is interwoven and is a significant factor.

Interplay of technology with culture. e.g., electric guitars. Globalization.

Supporting infrastructure technologies. Complex logistics. Enabling the management of the power
grid, the transportation network. Infrastructure.

1.5.1. Socio-Technical Systems
People affect technologies and technologies affect people. Socio-technical systems.
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Figure 1.37: Socio-technical co-evolution.

1.5.2. Information Technology
While this text focuses on information systems rather than information technologies, it’s worthwhile
considering those technologies. Here, we use technology in the limited sense of hardware and software.

Mobility and Location Technologies
Repository Ecologies
Data storage, networking, metadata, analysis tools, institutional policies.

Coordinating sensors, information processing, memory. Furthermore, the system context needs to be
considered. In the case of people, this would be the social environment. Sensors can report about the
world without human observation (Fig. 1.38). Indeed, the proliferation of sensors has contributed to
increased need for data management.

Figure 1.38: Sensors collect information from their environment. Here, a network of sensors monitors conditions in
a forest. (check permission) (redraw)

Advances in technology also affect a system’s viability. System development has become easier, and
the systems can be more widely deployed. Certain elements of technology have also become much
less expensive: Fig. 1.39 shows the change in disk prices as a function of time. Several other aspects
of computers, such as the CPU, network speed, and display size are also changing rapidly. Indeed,
this change has become predictable: the consistency of the change in CPU cycles was originally noted
by the engineer Gordon Moore, so it is known as Moore’s Law. This is pattern is driven both by
technological developments but also by demand and economies of scale. Algorithms, Operating system.
Cloud computing (7.7.2). Virtual machines.

“Half-life of facts”.

Operating systems, network infrastructure, and systemic evaluations, or audits, can provide that secu-
rity. In addition, standards complement infrastructure development and the improved infrastructure
provided by hardware and networking is paralleled by greater standardization of content so it can be
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log(Cost) :

log(Time) —

Figure 1.39: The cost per megabyte of storage keeps dropping (adapted fromm).

exchanged readily. Not only are individual services able to operate, but they interoperate with other
services more easily. Indeed, much of the success of the Web may be attributed to developing standards
for exchanging content such as HTML, HTTP, and MIME.

Sensors primarily collect information (or data). Basic sensors don’t process that information but pass
it to a central processor to make inferences about it. The data from more complex sensor networks
may be processed with sensor fusion in several layers.

Objects, XML, Java

1.5.3. Information Institutions and Infrastructure

Information is integral to a great deal of social complex social interaction. In a sense, it is the glue
that holds organizations, communities, and even cultures together. Information is so important that
large institutions for managing it have been developed. Balancing long-term needs of society for long-
term interest in reliable information. Like all institutions these information institutions have routinized
action. In this case, the routine helps to ensure the proper handling of the information. Given this
central role, significant social institutions need to be developed. The way we identify and segment
these institutions is itself a matter of social structuring (5.1.2). Institutions reflect legal, historical, and
cultural traditions. Data management institutions ((sec:datainstitutions)).

Figure 1.40: One of the lions at the entrance to the Research Division of the New York Public Library. The reading
room at the British Library.

1.6. The Language of Information

The concepts surrounding information are complex and inconsistently applied. Here, we discuss some
of these ambiguities though we will encounter others throughout the text. This text has attempted to
avoid taking strong theoretical positions. Rather, it emphasizes common phenomenon.

1.6.1. Data, Information, and Knowledge

We have adopted the simple definition of information as abstraction of the world that is held in a
representation. Unlike most others, we don’t start by making a strong distinction between data and
information. Information is the content which fills models and representations whereas learning is a
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change in the structure of the representation. There are many other definitions of information . In
several ways, the representations are at least as important as the information which constitutes that
information.

It is often claimed that there is a hierarchy from Data to Information to Knowledge, specifically,
information and knowledge are said to include more context than data. However, the terms are used
so inconsistently that the continuum is at t, only an approximation. Organization and structure are a
type of information.

Data might include just a table of values whereas information and knowledge might be include a
paragraph of text or knowledge in a person’s head. Another dimension concerns the generality of
the knowledge. Data or information is often about individual entities whereas knowledge more often
concerns categories and classes. It is often thought to be part of a broader system. If that user realizes
that they have a need for that piece of content, then at that point it ceases to be data and becomes
information. The term knowledge is sometimes used to mean that an individual possesses the minimum
amount of information necessary to accomplish a certain task, such as having the know-how to fix a
flat bicycle tirel®.

Rather than trying to fit confusing terms such as ?data?, ?information?, and ?knowledge? it seems to
be more useful to consider the way content is often processed. Distinctions may also be made about
the context and richness of information but these three terms are used so loosely that they have lost
most of their meaning (Fig. 1.41). Useful information and information quality. Attitudes as cognitive
constructs. Complexity. Computing.

Collect representations about the world
Organize and summarize those results
Integrate with other information and beliefs
Apply them to making a decision

Figure 1.41: The information value chain describe important levels of activities for processing stored information. A
great many services can be applied to information resources.

The simplest type of information is facts about the natural world which can confirmed and explained.
By comparison, facts and constructs about the social interaction are generally much more subjective.
We tend to have beliefs about such things. In fact, there is a lot of debate about what is real and what
is epiphenomena given the fluid nature of social relationships. Because social systems are so complex
and adaptive, it is difficult to make firm predictions about their behavior.

Information Defined by its Effect on Recipients
By the definition we have adopted, information is a property of the representation but one of the
main principles for the DIKW approach, above is that information depends on its effect on the user.
Indeed, the emphasis on the recipient is essential for personalized information services such as based
on relevance. Potential information.

Information Reduces Uncertainty and Allows Accurate Predictions to be Made

A related definition of information is that it “reduces uncertainty”. This is derived from Shannon!
though we note several issues and implications. Information allows people to make effective predictions
about the future. In this sense, information helps people to interact more effectively with our world,
thus influencing the way we think and act. This definition focuses on the utility of information for a
particular person; it has meaning because it helps a person construct their actions. The first, is that
how we measure uncertainly. Shannon defined it in terms of bits (-A.1.1), but that is often difficult to
apply in complex situations involving humans. A second difficulty is that although uncertainly may be
reduced, that may not be mean the information is accurate.

10]
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If T believed somebody who told me that today is Tuesday when it is actually Wednesday, would we
consider that information. There are several ways this puzzle could be addressed. Information may help
a person to predict the future. Or, perhaps that information helps a person to make good decisions.
Another important distinction is that information is a construct at the system level. Thus information
as a non-physical interaction between two systems which results in a change of behavior of the receiving
system.

Experiential technologies. What do we experience as reality?

1.6.2. Epistemology: Beliefs, Facts, Objectivity, and Rea lity

We generally think of a fact as a statement which conforms to perception of the external world. “This
book is red.” There are also fact based on definitions: such as “ 24+2=4". There may also be abstract
models: “Atoms are composed of protons, electrons, and neutrons”. Even social definitions are included
“Jane and Pat are married.” In most cases, this is straightforward. However, it can be complicated
when the observation of the external world is ambiguous or when the statements are about complex
processes. Indeed, there is a long philosophical debate about the nature of the physical world and our
perceptions of it.

How do we Know?
Knowing from direct sensation. Knowing from science (positivist). Knowledge in doing. In some cases,
information may be embedded in procedures for getting things done.

However, we develop constructs beyond what is known by our immediate senses.

In general, daily life requires that we accept certain facts about our world; objects exist, we can affect
the world around us, and we can gather data about that world. Truth, then, is congruence with the
world. However, there are many ways that a statement can be confirmed in the context of world. In
most cases, the statements are made in the context of a broad conceptual system such as a scientific
or cultural analysis.

Even scientific “facts” aren’t absolute. Historic facts (counter examples). But this is not to say that
all social facts should be dismissed.

Disclosure of potential biases. Neutral viewpoint. Rather than attempting to determine an absolute
truth about a situation “objectivity” is better thought of the practice or policy of avoiding overt personal
references or personal interpretation to whatever extent that is possible. Rather, it objectivity can be
thought of as following logical inferences and also of providing as many significant perspectives from
many people in the population.

Journalism consists of policies which generally improve the quality and accuracy of news. Journalistic
fairness rather than objectivity (1.6.2).

Rather than being objective in some absolute sense, journalists, for instance, attempt to maintain a
neutral point of view Neutral viewpoint. with regard to their reporting of observable facts. Even if
objectivity is not possible, a journalist may try to be an “honest broker” of information. For instance,
they need to fairly represent opinions relevant to minorities in society. Another position is that and
that news organizations should state their positions directly. Note that this is different from always
presenting exactly two alternatives. Even if there is no absolute objectivity that does not imply that
all alternatives are equally plausible. Relativism argues that there is no objectivity. How to make an
objective presentation of information. Objectives weighted by population, by expertise, or by outliers.
Computational journalism.

Common Sense and Intelligence
Common-sense. Watson computer program as common sense.

We have a rich language for describing human information processing activities, such as “thinking”
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and “creativity”. There has always been extensive controversy about the definition of “intelligence”.
Can we separate the process from the content? Many skills associated with processing information
are important for social success. These skills collectively may be called “intelligence”. It is difficult to
determine what processes are involved. Is it a general factor or is it situation?

Artificial intelligence. Often associated with attribute-based models. Turing test (11.10.4)"") Is intelli-
gence task-specific or is it general?

Economic capital, social capital, symbolic capital.

1.6.3. Theories and Frameworks
In this text, we have avoided taking strong theoretical positions. However, the theories can provide a
lens with which to understand relationships.

General Systems Theory

Social Theories
Social theories are typically concerned with social structures and the function of social conventions.
Structuration and adaptive structuration theory. Deconstructionism attempts counter structuralist
approaches.

Structure-function. System theory or systemic action. Activity theories. Coherence and homeostasis.
Social constructivist theories.

Society. Technology. Agency and action. Does the technology have agency. Situated action. Practical
action. Structure vs Function. In some cases, we emphasize structure. For instance, in understanding
natural language we might focus on syntax. In other cases, we emphasize function. In the case of
natural language we might focus on how language is use to accomplish tasks rather than on how things
are said.

Like the tube dancer, the are often many constraints in complex systems but there is also a lot of
flexibility. Intervention in a complex adaptive system is often tricky.

Structure in representation, institutions. Function in rules.

Paradigms for Studying Information
Many fields involved in the study of science. Learning. Librarianship, business. Psychology There are
many ways to study information. Social science (9.2.1).

Exercises

Short Definitions:

Abstraction Information resource Representation
Compositionality Igformatlon value chain Retrieval failure
Context Lifecycle (content)

Data Lifecycle (system) Semantics

Digital fzonvergence Mos)re s .Law Structure
Entertainment Objectivity

Feedback Positivism System

Homeost'asm Recog'n'ltlon Top-down processing
Information Relativism

Review Questions:
. Explain how information relates to information systems. (1.1.1)
. What makes a representation effective? (1.1.2)
. Describe typical representation (1.1.2) for: a) music, b) images, c) video?
. Distinguish between lifecycle of the content and the system lifecycle. (1.4.1)
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How is recognition different from classification? (1.4.4, 2.1.2)
Identify three information sources in your school or university. How are they managed? (1.5.2)
Give an example of how an information system has transformed an organization. (1.5.2, 5.7.0)

Short-Essays and Hand-Worked Problems:
Describe several different senses in which a video program (e.g., a television sitcom) has “structure”. ((sec:structure))

. Identify three information systems and describe their representation, information processing techniques, content, and

typical use. (1.1.2)
In what sense do the following employ representations: a book, a library collection, a library index, a video game. (1.1.2)

Give an example of failed information systems introduction in an organization. (1.2.3)

There is a saying that “content is king” which suggests that in a highly networked world, content is more valuable than
the communication medium. Do you agree? Give an example. (1.4.0)

Interview a friend about a situation in which they needed to find information and the strategies they adopted to do that
and the difficulties they may have encountered. (1.4.3)

Describe what types of inference techniques can be applied to the following types of representations: a data model,
formal logic, numerical descriptions. (1.4.4, -A.7.0)

Estimate how many Web servers there are in the state or country where you live. Then, estimate the average number
of pages on each server and the average number of bytes per page. Finally, calculate the approximate total number of
bytes available. (1.5.2)

The Web is growing rapidly. Estimate how large your answer to the previous question will be in two more years. Explain
how you derived this estimate. (1.5.2)

Write an equation for Moore’s Law. (1.5.2)

As of this writing (2009) a fast CPU is about 4 Giga-Hertz. If Moore’s Law continues to apply, how fast will processors
be in 20207 (1.5.2)

Are video games an information genre? (1.6.0, 6.3.7, 11.7.0)

Does fiction convey information? Does a sculpture convey information? Does an antelope convey information? Explain.
(1.6.1)

Flowers have evolved with distinctive shapes and colors to attract certain insects. Would you say the flowers have learned
to convey information? (1.6.1)

Is gossip a type of information? (1.6.1)

If you were viewing a basketball game, would you say that information is inherent in the basketball game or is it there
only for the players and the viewers? (1.6.1)

There are many difficulties with definitions of information (1.6.1). Give your definition of “information” and discuss the
following puzzles:

a) Do nerve impulses in your brain carry information?

b) Where is the information in an organization?

¢) Distinguish between “information acquisition” and “learning”.

d) Distinguish between “information” and “entertainment”.

Going Beyond:

Is it possible to estimate the total amount of information there is in the world? (1.6.1)

Can we have information without structure? (1.6.1)

Develop a model that could learn square-waves like the example in Fig. 1.17. (1.1.2)

Since somebody searching for information is necessarily in a different context from the person who created the information,
how is the searcher ever be sure the context is correct? Is there a tendency to uncritically accept such information. (1.1.3,
5.12.0)

What is the connection between the development of the printing press and the rise of science in Renaissance Europe?
How important are language and words for defining expectations and social interactions? (1.4.3, 6.2.1)

Do you agree with the statement that “Whatever a person believes is true for that person”. (1.4.3, 4.5.0)

List the information resources in your immediate environment. (1.5.2)

Keep an information diary for two hours while at your school. Describe what information resources you access. (1.5.2)
Does a computer program have intentions? (1.6.1)

What is common sense? (1.6.0)

What does it mean to understand what somebody else is saying? (1.6.1)

Are there always “two sides to every question”? (1.6.2)
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14. What are some of the difficulties with the concept of “objectivity”. (1.6.2)

Teaching Notes

Objectives and Skills:  Introduce the concept of information as a fundamental construct. Representations. Modeling.
Definitions.
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Chapter 2. _
Symbol-based Representations

and Descriptions

Representations are the foundation of information systems. There are many possible representations.
One important distinction for representations is whether they are discrete (qualitative) or continuous
(quantitative). Qualitative representations are easier to work with and they seem to work for the way
people use categories and language. Because of their connection to logic, they are also called symbolic
representations. These also include explicit relationships between the concepts. Symbol processing has
been very useful, but is not the only approach. Non-symbolic processing focuses on the similarity as
an alternative to categories. Entity classes vs. instances.

English: Dog
Spanish: Perro
Scientific: ~ Canis Lupus
ASCII: 104 157 147

Figure 2.1: Some representations and descriptions for “dog”. Some are for a specific dog; others are for the class
of dog. Some are symbol-based and some are not. (check permission)

Good representations capture important information in an effective way. Representations can provide
information to users within an appropriate context; they can be copied and, in some cases decomposed
and reassembled. In this chapter we focus on symbolic representations but there are also non-symbolic
representations such as equations and distributed representations®!. In addition, some representations
now include behavioral elements and that allows many variations (3.9.3). In short, there are many
alternatives to the symbol-based model and many reasons to criticize it, but it is so widely used that
we need to start with it.

2.1. Categories and Classes

2.1.1. Categories and Classes are Representational Framew  orks

When we interact with the world we encounter individual objects. But, those objects fall into groups.
Some of the groups are ad hoc clusters say, all the objects which are on a desk. If the clustering seems
important or if there is a similarity among the objects. we put them together in a category.

Figure 2.2: Grocery stores often use ad hoc categories for organizing their shelves. (check permission)

Natural lines of fracture versus artificial constructs. Classes and classification systems as a social
artifact. classification of organisms ((sec:biologicalclassification)), of diseases (9.9.2), and of business
(8.12.0). Categories are often based on ad hoc similarity but we are often interested sets of entities which
fit a pre-defined system. Categories and classes usually involve similarity based on several attributes.
Classifiers. Feature extraction is the process of determining which features to focus on when doing
categorization or classification.
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Categories are probably the simplest type of representation. Categories and classes make life easier,
people do not have to judge individual situations separately. They can instead, categorize the situation
and follow the rules which apply to it. Suppose you are organizing your kitchen. You would probably
try to put similar things together: the spices on one shelf, the canned soups on another, and so
on. Eventually, the categories help to simplify the complexity of the natural world. Rather than
remembering or communicating every detail about a complex situation, the categories provide sufficient
detail to allow a person to develop reasonable expectations about that situation. Categorization is the
first step in knowledge representation. To create a database, for instance, we must categorize to what
entity class each entity belongs (3.9.1). Later, we will consider related topics such as categories in
human information processing. Classification is the process of assigning objects to classes. Classes are
formalized than categories and are often based on consensus from members of a group.

2.1.2. Categories and Classes as Defined by Attributes: Aris totelian Categories

The simplest type of categories, “Aristotelian categories,” are determined solely by attributes or charac-
teristics inherent to the items to be included in the group. These “defining attributes”, those attributes
that define whether or not an item can be included in an Aristotelian category, must be universal for
the entire category. That is, all the members of an Aristotelian category must share all of the defining
attributes that make up that category. This leads us to distinguish between attributes that are required
for category membership, i.e., defining attributes, and attributes which, though often associated with a
category, are not required for membership in that category. These are called “characteristic attributes”.

Where do the attributes come from? Scientific knowledge is often thought of as identifying attributes
and processes and Aristotle is regarded as one of the founders of scientific reasoning (9.2.0). In some cases,
classes are based on underlying processes such as evolution being the basis of biological classifications
(9.8.1). Formally, Aristotelian categories are defined as a conjunction of attributes. Such attributes
should be able to be combined and they could be used for logical inference.

While a category system may be very useful for one community or for one application, it may leave out
aspects which are crucial for other applications. Not every object fits neatly into a category; sometimes
there has to be a forced fit; such categorization is biased by the available choices for representations.

Classes extend categories by applying a conceptual framework. They are “top-down”. A classification
could be based on counties of the world. Classification should be differentiated from categorization
or clustering which are purely data dependent. Typically, classes are based on a formal classification
system while categories are based just on ad hoc similarity 6],

2.1.3. Other Approaches to Categories
B

Figure 2.3: Plato (left) and Aristotle (right) shown in a detail from The School of Athens by Raphael. Plato is
pointing upward to signify his belief in prototypes (Platonic Ideals) whereas Aristotle gestures to the ground to
indicate his emphasis on empirical attributes. (check permission)

While models based on Aristotelian categories dominate many information-system applications such as
databases, many other models have been proposed for categories although these are not often employed
in information systems. These also move away from simple models of symbol processing. Categories as
used by people don’t always seem to follow the Aristotelian approach. We will discuss the implications of
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this more when we consider human cognition (4.3.0). Is a whale a fish? Although whales are mammals
based on attributes such as feeding milk to their young many people think of them as fish. People
don’t seem to use purely attribute-defined categories; rather, they seem to interact with entities as
“prototypes”. A prototype is an idealized form. This is Plato’s approach and unlike Aristotle’s approach
in which an object is either entirely in or out of a category, there is a degree of similarity or typicality
in category membership. That is that some attributes are more typical than others. The distinction
has implications across many areas of information systems. Similarity rather than attribute-based.
Generally, Aristotelian categories have been very successful in natural science and are the basis of much
of out thinking about laws. However, in addition, to the alternative Plato presents, there are several
concerns about the nature of Aristotelian categories (Fig. 2.4). Statistical analyses and categories. Not
linearly separable. Several of these other approaches can be modeled with non-symbolic methods such
as neural networks. The role of protoypes in categorization and language processing remains widely
debated [Lakoff-WFDT].

| Label | Description | Example |
Continuous Some attributes do mnot have distinct | An example is colors. Even seemingly distinct
boundaries. attributes may be continuous (Fig. 2.5).
Abstract Some categories we cannot define with specific | Beauty. Many social categories.
attributes.
Functional Defined by function rather than by attributes. | Is a tree branch a chair (Fig. 2.6)7 Are all tree
branches chairs?
Radial Radial categories are extended from a central

example or prototype (Fig. 2.7). These are the
result of analogy and metaphor.

Family Some categories do not seem well defined by a | The definition of games (Fig. 2.8).
Resemblance single set of attributes®®. These are thought
to show similarity like the resemblance among
members of a family so these are termed “fam-
ily resemblance” categories. No one attribute
is always associated with the categories. That
is, these are a disjunction of conjunctions.

Figure 2.4: A variety of other issues for categories.
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Figure 2.5: At what point does a cup become a glass, a goblet, or a jug? (check permission)(redraw)

2.1.4. Semantic Relationships among Classes

Classes can be part of a larger set of inter-related concepts. there are other concepts and relationships
among them. Some common types of relationships can be identified. Indeed, relationships are so
important that many of their attributes can be described. From very general to very specific. Related
concepts versus named relationships. Binary, n-ary. Relationship among composite objects. [?]. From
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Figure 2.6: Is a tree branch a “chair"? A category may be defined by its function.

C/ biological mother )

Figure 2.7: Sets of radial categories have a central theme and related concepts, but the related concepts are not
differentiated by simple attributes.

chess | soccer | card Farmville
game solitaire
teams X
physical space and activity X
competitive X X

Figure 2.8: No single set of attributes seems to define a "game”. Rather, there are subsets of attributes which
games possess. (not finished)

semantic relationships to semantic networks. Recent activity in identifying semantic relationships with
FrameNet (6.2.3).

Grouping allows complex objects to be understood and organized more easily by reducing their com-
plexity. Another way to simplify the complexity of the natural world is through grouping. We have
already seen, hierarchy and aggregation are illustrated in Fig. 2.9. Hierarchies show “is-a” relationships
while aggregations show “has-a” or “part-of” relationships. Aggregation groups together objects that
are part of a broader conceptual unit. Another type of relationship among objects is an ordering.

Hierarchy (Is-a, Type-of, or Kind-of) Aggregation (Part-of)

Animal Car
Dog Cat Bird Mouse Wheel Motor Door Bumper

Figure 2.9: Two types of grouping relationships: hierarchy and aggregation.

Inheritance
In hierarchical relationships attributes may be carried, or inherited, from more general classes to more
specific ones. An animal is the “parent” of a bird and a bird is the “parent” of a canary. Inheritance
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is an efficient way to store information because characteristics (such as laying eggs) do not need to be
stored with every instance, but only with the parents. By continuing with this logic, we might get even
more specific and refer to a particular canary. By doing so, we would move from types (of birds) to
tokens (specific examples). This is also similar to networks of concepts ((sec:conceptualnetwork)).

Partonomies
Several ways in being part-of. Parts within levels. System analysis.

Semantic Network
Semantic relationships explicitly describe the inter-relatedness of concepts (Fig. 6.17).

Figure 2.10: One type of semantic network identifies words and the relationships between them. This is also similar
to conceptual models which we will discuss later. (redraw)

2.2. Knowledge Organization Systems and Knowledge Represe  n-
tation

Formal systems have been developed many of these approaches to description. Sets of categories can
form descriptions of complex areas. Systems of semantic relationships. Specifically, this refers to sets
of categories and classes are useful for describing things. Descriptions often reflect representations
but they should also facilitate access®”. They need to be tailored to the needs of the people who
will be using them. There are many types of descriptions and we consider them at many places in
this book. Some descriptions, those we consider in this section, are simply a few words. Descriptions
would also include metadata (2.4.0) and abstracts (2.5.5). Descriptions of entire resources versus the
contents with semantic annotation. Different ways of describing things. Epistemology. Frameworks
for describing knowledge. Systematic classes. Most often this would be part of specifically selected set
of terms. There are several ways these models can be structured. Here we consider three approaches:
Taxonomies, Thesauri, and Ontologies; Many nuances are not able to be expressed and there can be
drift of meaning across time[*. Classification systems as boundary objects. Knowledge organizing
systems can be applied information resources. In the previous section, we looked at the basic units
of information: entities and attributes but useful descriptions require interrelated sets of attributes.
These are Knowledge Organization Systems (KOSs).

These techniques are examples of knowledge representation. Linked data is also a type of knowledge
representation. Domain models, conceptual models, and user models all applications of knowledge rep-
resentation. The term knowledge representation is also associated with inference systems (-A.7.0) based
on those representations but there can be considerable value to systems of description without consid-
ering inference.

2.2.1. Objects, Things, Entities, Instances, and Names
Description is one of the great challenges of information. As we shall see, there are many approaches.
We start with the basic units to be described. Data models (3.9.2). FRAD to match and extend FRBR.
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Instances have specific values for each attribute. The attribute and its associated value are known
as attribute-value pairs. Identity. Attributes (2.1.2). Names identify specific entities. Naming implies
a degree of acknowledgment and recognition. The properties of a name depends on how it will be
used. Some names, such as “Bob,” are informal. This name is useful in some contexts, but it would
not be helpful in other contexts (at a convention of people named Bob, for instance). In more formal
situations, we want to manage a system of names. To be most useful, a name should be distinctive and
persistent (i.e., has it persisted through time). Some physical objects and categories, such as people
and places, have proper names. These, however, are often neither distinctive nor permanent. Consider
the number of towns in the United States that are named “Springfield”. Enough information should be
included to make a name a distinct identifier. A related, problem is that many variations of common
names may be used. The name of the painter we usually know as Rembrandt appears on paintings
with many variations. Concepts (1.1.4, 4.4.1).

The terms applied for common objects given by ordinary users vary widely ). These can often be
names. Names should be unique, at least in a given context. Social implications of naming.

2.2.2. Knowledge Structures and Knowledgebases

Concepts do not exist in isolation. Rather, than describing separate descriptions, we need sets of related
descriptions. Classification policies. Classification model. Description logic. Conceptual frameworks.
These are basic models for networks of concepts. It’s also worth noting that these descriptive system
reflect social efforts and help to define the world for members of the social groups. Sets of classes must
be drawn to adequately cover a field. Beyond classes to processes (3.9.3, 8.11.2).

Knowledge structures. Ordered and unordered lists. Schematics. Useful in schematics. Two of the
most important knowledge structures are taxonomies and frames. We consider taxonomies below and
frames in (4.4.1)(-A.7.1). Knowledge organization systems (2.2.0). Decisions about classification systems
for information organizations Indeed, there are more subtle issues in knowledge structures such as
inheritance.

Hierarchical Classification and Taxonomies
Grouping relationships can be stacked one on another to form a hierarchical classification. Such hier-
archical classification is particularly easy to understand and navigate. An obvious example is library
classification system which we discuss in the next chapter (2.5.1). Most classification systems are hi-
erarchical. Indeed, the system of biological classification is so strictly hierarchical that we say it is a
taxonomy (Fig. 2.11).

Taxonomies are composite knowledge organizing structures which demonstrate inheritance of attributes.
For instance, we know one of the defining characteristics of animals is that they breath so every instance
of an animal should have that property. However, inheritance relationships are not always so simple.
While it is true that almost all birds can fly, there are exceptions. Penguins and ostriches are birds
that cannot fly. A special attribute would be needed to mark such exceptions. such as a subclass of
birds that cannot fly, such as penguins and ostriches, be developed? Sometimes, entities may inherit
properties from more than one parent (2.5.2). A taxonomy should have a purpose. For instance, it
should predict functionalities.

However, it is also worth noting the scientific taxonomies have come to be organized more by evolu-
tionary heritage than by inheritance of visible attributes (9.8.1).

Kingdom: Animal

Phylum: Chordate
Class: Mammal

Order: Carnivsore
Family: Canide
Genus: Canus
Species: familiarus

Figure 2.11: The zoological taxonomy for dogs.
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Thesauri
A thesaurus is a descriptive vocabulary about a specific domain. Terms thesaurus terms are developed
which describe aspects of the domain and in some cases, there may be loosely specified relationships
among the terms. For instance, there many be NTs (Narrower Terms [children]) and BTs (Broader
Terms [parents]); define a hierarchical relationship. Typically, a thesaurus also includes RTs (Related
Terms). The familiar Roget’s Thesaurus lists words which are similar to the given word (6.2.1). Also SN,
UF. Later, we will implement thesauri with the XML-based SKOS package (2.3.3).

Figure 2.12: Example thesaurus.

Thesauri may also provide a conceptual structure for a domain. Thesauri may facilitate text searches
by providing a standard controlled vocabulary (2.5.3) for the concepts in that domain (Fig. 2.13). Not all
concepts can be identified. The appropriate concepts can be selected by examining the questions people
use. This is another example of identifying orthogonal, hierarchical concepts and then composing them
into more complex objects. Thesauri are used in text retrieval for query expansion (10.7.2, -A.6.4). There
can be multiple controlled vocabularies.

| Trnsporation |
|
A Tivision by Tacilities ‘ B. Division by ground, ‘
ve. facilites sna_air
‘ Ad Traffic facifties | | AZ Vehicls ‘ | Bl Gmund transporation ‘ | B2, Airtransporation ‘
|A1.1 Traffic ways | ‘M = Trffic stations || B1-41 Ground transportation ‘ B1:AZ Ground wahicles |

...........................................................................................................................................

B1: A1.1 Land routes B1:A1.2 Ground Transportation ‘ BZ.A1.1 Airways |BZ:M 2 Airports |

Traffic stations

Figure 2.13: A concept hierarchy for aspects of transportation can generate thesaurus terms (26]  Some of the
resulting concepts can be composed to form complex concepts. “Al.2 B2 Airports” combines “Al.2 Traffic Stations”
and “B2 Air Stations”. (check permission)

Formal Ontologies
There are several senses of the term ”ontology”. While the term ontology is often used loosely to
include all types of knowledge organizing systems, the formal definition ontologies extend the semantic
network shown in Fig. ?7?. Specifically, ontologies provide the content for predicate logic (-A.7.1), which
is the deconstruction of natural language to its actionable elements, thus formalizing and codifying its
meaning. Linked to other sets of concepts. Ontologies are discussed further when we introduce XML
and RDF-related tools(2.3.3). Merging and mapping ontologies.
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Predicates and Knowledge Representation Languages
Taxonomies and thesauri have relatively simple relationships among entities but we also need to consider
a broader range of relationships among entities. Semantic relationships (2.1.4). Natural Language (6.1.0).

Predicates. Statements (Fig 2.14).

Figure 2.14: more complex structures require a predicate. The triangle is next to the circle. (not finished)

Make statements and inferences about the objects being described. KOS elements can be combined.
Languages (6.5.2). Description logic. LOOM classifier logic.

Automated inferences from the knowledge on the web. Such named relationships can be useful for logic;
indeed, the KR often results in a “knowledge base” which represents the world by the combination of
the facts in it and the inference mechanisms which operate on those facts. Several KR languages
have been developed. Some of them may be used with natural language processing systems (6.2.3), the
Semantic Web, expert systems and logical inference (2.2.2, -A.7.0).

Inference with Knowledge Representation
Inference has always proven difficult. Symbolic representation and logic. Brittleness.

Inference based on knowledge representation. Ontologies with predicate calculus.

The Semantic Web and Semantic Technologies
The Semantic Web has pushed semantic technologies into new domains. Most importantly, the Semantic
Web expect that such descriptions are machine processable. For instance, in supporting interactive
systems for interacting with corpora. The annotations provide an indication of similarity. The broader
goal of using the Semantic Web for inference is largely unrealized. This is certainly not a formal
ontology or even thesaurus in the usual sense because it includes complex concepts. Particularly, used
for technical fields with large data sets (9.6.0).

The Semantic Web also addresses many of these issues and it is often used in applications beyond
those normally considered by traditional information specialists. Moreover, the Semantic Web empha-
sizes making the tags machine readable. On the other hand, sometimes the lessons of the traditional
approaches are lost in the study of the semantic web. However, the very strengths of controlled vo-
cabularies also suggest limitations. The Semantic Web has brought many advantages of automatic
processing and management of terminology. However, that automated processing has allowed great
inconsistencies to come in.

Linked data. Beyond linked data to linked processes and events.

Importantly, the semantic web focuses on automatically processed statements. This allows automated
evaluations of the vocabulary system. For instance, it can check integrity constraints. It also allows
manipulation of basic values such as conversion of units.

Like thesauri, ontologies, are task or domain specific. This is because for a given domain or task, the
terms are usually relatively unambiguous. Event ontology. However, coordination across domains can
be difficult as are attempts to develop ontologies for general applications, because the terminology can
be ambiguous. Furthermore, unlike people for which language is highly fluid, ontologies do not adapt
to context or new situations; thus, we say they are brittle. Coordinating disjoint ontologies. This is
less of a problem for thesauri since they do not try to be as exact. Indeed, this many also represent the
social uses of language and concepts?¥. Furthermore, there may be a combinatoric explosion 2!

There might be multiple vocabulary systems. Integrated vocabulary modeling!'%. Vocabulary ecosys-

tem. Ontology server. Concept bank. Vocabulary registry and repository. Vocabulary provenance.
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Figure 2.15: GeneWikil®! uses an “ontology” for describing genes. (crop)

Lexical resources coded with RDF. DBPedia.

2.2.3. Process Models for Description

2.3. Information Resources
2.3.1. Documents

37

We make complex statements about the world and collect those into documents. Documents are a
important construct for in the study of information. We will consider them in two perspectives — as

structured information resources and as resources with a social purpose.

There are many ways in which information is captured such as pictures, blocks of text, Web pages,
databases, mashups, video, simulations, and software. Some of these such as most pictures or blocks
of text are characterized simply as information objects. Such information objects are often combined

into more complex objects. In many cases, the composite information objects are documents.

Figure 2.16: A variety of document types: a) A passport has the information necessary for crossing international

borders. b) A journal article is structured typically focuses on presenting new information. c)

There are rules, data models, for the ways in which these objects can be combined. Because documents
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are structured and have distinct components, they can often be tagged with XML and presented
electronically. While traditional documents remain static, when presented electronically they can be
interactive. Indeed, several pages can be linked together to form hypertexts, which allow richer models
of interactivity. Document communities (5.8.2). In a broad sense, documents help to structure society.

At one level, documents are simply structured presentations of information which have permanence.
We are issued documents at birth, another at death, and countless ones in the time between. They
are very common and highly varied. Examples include passports, books, drivers licenses, newspapers,
course listings and technical reports. Documents as a conceptual unit (9.0.0). Genres. Wikis and blogs
can be considered as genres for the Web.

When multiple copies of an information resource are made especially when they are made for distribu-
tion, it may be helpful to distinguish the original from its copies. By comparison to documents, works
are intellectual or artistic creations. There is also a a close connection between works and collections;
works are the basic units of a collection is a work.

2.3.2. “Social Life of Documents”

Documents are more typically created to accomplish a certain task or to suit a given function. In-
creasingly, documents go through many versions and there are intermediate types of content such as
coordinated fragments of documents forming mashups. Where a document typically emphasizes the
utility of a document for transmitting structured information across organizational boundaries. Thus,
we call them boundary objects. When taken out of context, some documents may be difficult to under-
stand; consider emails. Some materials may be designed specifically to be unambiguous and to easily
cross boundaries. These “boundary objects” can be understood outside of a narrow context. With its
photograph, official-looking seals and concise information, a passport is understood and accepted in
many countries. Indeed, such boundary objects allow the transfer of processes across separate systems
so that they can become sub-systems of a combined system. Limitations of the effectiveness of bound-
ary objects. However, it is also important to note that documents may end up being used in ways far
beyond the intentions of the author[%.

2.3.3. XML: eXtensible Markup Language

Typically, documents are highly structured. That structure can be encoded with XML which is the
eXtensible Markup Language has become Here, we approach XML as it is applied to documents. Later,
we will see that XML is useful to describing domains can be encoded with XML and it is also useful
as a database interchange tool.

Structuring Documents with XML

It helps to think of the content of a document as separate from its layout. A business letter, for instance,
has distinct components such as a return address, date, greeting, body, and signature. However, the
content of those specific components, whose name, which date, what address, will vary from letter to
letter. Useful services can be developed by tagging specific components of the document’s structure
without considering how or in what order they will be displayed. The presentation can be controlled
separately. Tagged content can be useful in developing indexes or a table of contents, or text marked
as section headers can be displayed in a style different from the rest of document.

XML separates the components of a document from their layout. Fig. 2.17 shows an example of an
XML-tagged document. XML is basically hierarchical: that is, it defines the broadest aspect of an
object first, followed by the second-broadest and so on down to the most specific aspect and XML
creates document structures like Fig. 2.18. It is a common language (i.e., an interchange standard) for
Web-based artifacts. We will discuss several of the applications of XML in later sections.

XML Pattern Documents XML tags provide a type of semantic annotation An XMLSchema, provides a
simple framework for defining the structure of the document tree. One of the uses for XML schemas is to
define the structure of documents (Fig. 2.19) after tagging the components they contain. The notation
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<?xml version=“1.0"7>
<?xml-stylesheet type=“text/xsl” href=“poem.xsl”?>
<POEM
xmlns:xsi= “http://www.w3.org/2001 /XMLSchema-instance”
xsi=noNamespaceSchemal.ocation=“poem.xsd” >
<TITLE>Sonnet #49</TITLE>
<AUTHOR> W. Shakespeare </AUTHOR>
<STANZA>
<LINE>Against that time, if ever that time come,</LINE>
<LINE>When I shall see thee frown on my defects,</LINE>
<LINE>Whenas thy love hath cast his utmost sum,</LINE>
<LINE>Called to that audit by advised respects;</LINE>
<LINE>Against that time when thou shall strangely pass</LINE>
<LINE>And scarcely greet me with that sun thine eye,</LINE>
<LINE>When love, converted from the thing it was,</LINE>
<LINE>Shall reasons find of settled gravity:</LINE>
<LINE>Against that time do I ensconce me here</LINE>
<LINE>Within the knowledge of mine own desert,</LINE>
<LINE>And this my hand against myself uprear</LINE>
<LINE>To guard the lawful reasons on thy part.</LINE>
<LINE>To leave poor me thou hast the strength of laws,</LINE>
<LINE>Since why to love I can allege no cause.</LINE>
</STANZA>
</POEM>

Figure 2.17: Poem tagged with XML tags as defined by the XML Schema.

Book

| | | | |
Title  Preface TOC Body Index

Chapter Chapter Chapter Chapter
|
| | | | | | |
Section  Section Section Summary Exercises References
|
| | | |
SubSection SubSection SubSection

Figure 2.18: A traditional hierarchical document tree applied to the structure of this textbook. While this is an easy
structure to understand and browse, it ignores the cross-links between sections such as references to other material

says that a poem has a TITLE, one or more AUTHORS, and one or more STANZAs. STANZAs
are made up of one or more LINEs. XML documents need to make sure they conform to the DTD.
Developing a standard of elements facilitates the interoperability of documents. DTDs implement
hierarchical structures like that in Fig. 2.18. In most cases, individual users do not create their own
DTDs but apply pre-established ones. Indeed, many publishers provide standard DTDs for their content
to ensure consistency.
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<?xml version="“1.0"7>
<xs:schema
xmlns:xs= “http://www.w3.org/2001/XMLSchema” >
<xs:element name=“POEM” >
<xs:complexType>
<xs:sequence>
<xs:element ref=“TITLE” minOccrs=*“1" maxOccurs=*“1"/>
<xs:element ref=“AUTHOR” minOccurs=“1" />
<xs:element ref=“STANZA” minOccurs=“0" />
< /xs:sequence>
< /xs:complexType>
< /xs:element >

<xs:element name=“STANZA” >
<xs:complexType>
<xs:sequence>
<xs:element ref=“LINE” type=“xs:string” minOccurs=“0" />
< /xs:sequence>
< /xs:complexType>
< /xs:element>

<xs:element name=“AUTHOR” type=“xs:string” />
<xs:element name=“LINE” type=‘“xs:string” />
<xs:element name=“TITLE” type=‘“xs:string” />

< /xs:schema>

Figure 2.19: XML Schema which defines the tags used in the POEM document.

Specification of Document Layouts: XSL and XSLT Information should be presented in a way that is
most convenient and logical for the recipient. Now that we have defined the components of a document,
we can turn to the presentation of a document’s content. While the physical layout of a document
generally reflects its logical structure, several different physical structures are possible. Fig. 2.20 shows
two layouts of a business letter. The two panels reflect two different but equally accepted styles for
positioning the return address and signature line. A business letter may have its return address in
either the top left or the top right corners.

Because the physical layout should be separate from the logical structure, a special language is needed
to describe layouts. The XML Style Language (XSL) was created for this purpose. This language is
used to determine the presentation style of an XML document. Sets of XSL specifications are often
collected into style sheets. XSLT is the XSL Transformation Language; it allows XML to generate other,
multiple formats. An XSLT element can display the title of a document in HTML, and documents can
be converted to an electronic-book format or even submitted to a database. Fig. 2.21 illustrates that
an XSLT script can generate a variety of formats from an XML file. This is a type of dissemination
service. Later we will consider synthesis and publishing of entire publications (8.13.4).

The Resource Description Framework (RDF)

Many packages are built on top of XML. One of the more important of these is RDF, the Resource
Description Framework. Fig 2.23. RDF provides a way to associate metadata with digital resources.
RDF allows a standard approach to the creation of defining relationships among resources. But this
extra capability is not always needed and some services can be implemented in either XML or RDF.
XML has many applications beyond documents and information objects. It is particularly helpful for
describing semantic relationships. Its applications are shown in the so called “layer cake” diagram in
Fig. 2.24.
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Robert B. Allen Robert B. Allen
6500 Winchester Park Dr. 6500 Winchester Park Dr.
College Park, MD 20742 College Park, MD 20742
November 12, 2004 November 12, 2004
XYZZY Corporation XYZZY Corporation
239 Fifth Ave. 239 Fifth Ave.
New York, NY 10036 New York, NY 10036
To Whom It May Concern: To Whom It May Concern:

Please inform me about your web-based Please inform me about your web-based
services. services.
Sincerely, Sincerely,
Robert B. Allen Robert B. Allen

Figure 2.20: Two common layouts for a business letter; the content is identical, but the formatting differs. If the
letters are coded with XML, the layouts can be generated with different XSLT scripts.

—>ASCII Text

XML processed by HTML
tagged text XSLT
—RTF
—PDF

Figure 2.21: XSLT also allows a single tagged XML file to be converted to several different display formats such as
ASCII, HTML, RTF, and PDF.

<xsl:template match=“POEM” >
<HTML>
<xsl:apply-templates>
<HTML>
< /xsl:template>

<xsl:template match=“TITLE” >
<H1> <FONT COLOR=“GREEN">
<xsl:value-of/>
</FONT> </H1>
< /xsl:template>

Figure 2.22: Part of an XSLT description for a poem and the title (as used in Fig. 2.17) which generates HTML. The
stanzas are composed of additional templates as indicated by “xsl:apply-templates” and the title is a literal string as

indicated by “xsl:value-of”.
Property
-

URL created by Author

Figure 2.23: RDF associates metadata with a resource. Specifically, it has triples composed of: Resource, Property,
Value.
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High-Level XML Packages: SKOS and OWL

Several frameworks have been developed for knowledge representation but it is natural to use an ap-
proach with is consistent with XML. For instance, for ontologies (2.2.2), Taxonomies and thesauri can
be described in RDF with the Simple Knowledge Organization System (SKOS) (Fig. 2.25). OWL,
the Web Ontology Language, does that. Specifically, OWL implements a description logic, that is a
formal method for creating descriptions. OWL is built on RDF Schema (RDFS) ¥?l which extends
RDF. OWL allows the creation of Classes such as “Mother” or “Father”. Furthermore, OWL allows
the specification of types of properties such as functional properties (Fig. 2.26). Using OWL for
conceptual descriptions.

= of | o g "o
AR R
r F~

. _BOEBDES

Figure 2.24: This “layer-cake” diagram shows that XML is a unified framework that provides structure and descriptions
for many Web-based objects (adapted from[34]). The specific components shown and described in the text.

<rdf:RDF
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:skos="http://www.w3.org/2004/02/skos/core#” >

<skos:Concept rdf:about="http://www.my.com/#dog” >
<skos:prefLabel>dog< /skos:prefLabel >
<skos:altLabel>canine< /skos:altLabel >
< /skos:Concept>
</rdf:RDF>

Figure 2.25: This example uses two XML packages: RDF and SKOS to define a concept (dog) and two labels (“dog”
and “canine”) associated with it.

<owl:Class rdf:ID="Operetta” >
<rdfs:subClassOf rdf:resource="#Musical Work” />
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty rdf:resource="#hasLibrettist” />
<owl:minCardinality rdf:datatype="~&xsd;nonNegativelnteger” >
< /owl:minCardinality >
< /owl:Restriction>
< /rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Class>
<owl:complementOf rdf:resource="#Opera”’ />
< /owl:Class>
< /rdfs:subClassOf>
< /owl:Class>

Figure 2.26: An example of an OWL statement. This defines an Operetta as a Musical Work which much have
Librettist and which is a complement of an Opera[33]. (check permission).
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2.4. Data Schemas and Metadata

Data schemas are structured descriptions of objects and metadata are structured descriptions of in-
formation resources. The author of a book is an attribute of that book, and can therefore be a piece
of metadata. We do not need to be too strict about the distinction between data and metadata; the
important point is that metadata describe and supports the primary information contained in a sys-
tem or collection. In some cases, the distinction between data and metadata is blurred. For instance,
descriptions about people or about locations.

2.4.1. Data Schemas

A schema is a template for an entity with a selected set of attributes. Schema.org

Micro-data. Frames (4.4.1).

Broad range of items to classify. Metadata for non-traditional objects. Comic books. T-shirts.
Criteria for a good classification system. Metadata for data repositories.

Inheritance hierarchy (2.1.4). For example:

Thing > Person,
FOAF,

Thing > Creative Work > Book

Descriptions of scientific results. Description of geography. Descriptions of museum objects (7.6.1).

2.4.2. Metadata

When information resources are being described, we describe the attributes as metadata. These systems
have been particularly weel worked out. Reasons for metadata: find, identify, select, obtain, explore.
There are several types, levels, and applications of metadata. Describing content and then repurposing
it for different platforms such as mobile, smart TV. Semantic publishing (?7).

Library metadata, archival metadata (7.5.4)design and process metadata ((sec:designmetadata))..

Figure 2.27: The meaning of a picture is different from the elements that appear in the picture. This picture illustrates
the metaphor that the “broom” of woman’s suffrage will “sweep clean” prostitution, gambling, and drunkenness!!8l.
This illustrates the difference in describing the “ofness” and the “aboutness”.

More generally, different types of metadata have value at different stages of the lifecycle of the infor-
mation resource. Some description systems are based on the content of the information the system
contains, while others describe attributes of the resource itself, such as the creator or the date. Meta-
data description is a representation. It is a description of information resources. Thus it is a secondary
representation. Semantic annotation. Descriptions of scientific data sets. Tagging versus annotation.

Information resources and metadata associated with that. Constrained sets of attributes have been
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developed to guide the content of any given description. We will first focus on descriptive systems for
information resources and then turn to more general description frameworks. We have emphasized the
importance of representations. Let us consider document representations; they should be discrimina-
tive, descriptive, complete, and correct. Metadata are attribute values used to describe information
resources'*, Metadata can be described as data about data. The set of metadata used to describe an
entity is an information model.

Metadata supports services and user needs. Physical objects can also be described by metadata;
museum artifacts, for example, need descriptors (7.5.4). Metadata is clustered into groups (Fig. 2.28).
When we want to describe a collection of documents so we need a flexible set of terms. Knowledge
organizing systems (2.2.0). Developing metadata descriptions in the context of a complex collection of
objects is more difficult than describing individual objects. Simple metadata that is consistent across
users and collections facilitates access for a variety of users. Any system of metadata should cover the
scope of a field and should be coordinated across domains. Furthermore, descriptive systems need to
serve a community.

2.4.3. Library-Oriented Bibliographic Metadata
Information resources have attributes in common which typically fit well together. Here, we focus on
library resources which are often books with attributes such the publisher and the date of publication.

Standards for provide consistency across environments. However, the standards have become increas-
ingly varied and complex. The MARC (Machine Readable Cataloging) record is a library standard for
organizing bibliographic records. Metadata composites for complex objects (7.8.0).

Metadata
Descriptive Administrative Structural
Rights Preservation Technical

Figure 2.28: One way of characterizing types of bibliographic metadatal* 7).

Bibliographic records are standard descriptions while presenting pertinent information about collections
of information resources. Bibliographic theory.

Bibliographic Works and Records
One of the distinctive features of published materials is that there are many closely related copies of
closely related material. When we describe such material, at some points we want to describe the
original work which is being reproduced and at other times we may want to describe individual copies.

Traditional publications produce multiple nearly identical copies. Metadata may be organized by a data
model (Fig. 2.29) (3.9.1). Functional requirements (7.9.1). As indicated on the right side of the figure,
different types of metadata are associated with each level of the hierarchy. FRBR: item level, collection
level 8], The original version of a creative work (2.4.3) is distinct from all subsequent instances of that
work For traditional texts, such as books and documents, the concept of a “work” is generally clear.
On the Web, however, it is not always so clear. Sometimes, the individual page might be considered a
work, and at other times, the entire Web site might be considered a “work”. As we will see, defining the
original work is an important part of organizing the metadata that pertains to it. A “derivative work”
is not entirely original, but involves adding intellectual effort to an original work. A translation is a
derivative of the work being translated. A superwork includes many related versions of work. Ability
to include a broader range of materials in a catalog. Describe relationships among entities. Works also
generally have social significance [?].
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Beyond book, other collections of information resources have related lateyed structures.

Entities as the basis for the functional requirements (7.9.1). Bibliographic relationships help to create
an entity-relationship model (3.9.1). Relationships among information resource include [?]: Equiva-
lence, Derivative, Descriptive, Whole-part, Accompanying, Sequential. Derivative relationships can be
subdivided into ...

Work
Expression
Manifestation

Item

Figure 2.29: When many copies of an information object are made and especially when there are many versions
of that information object, metadata can keep that straight. Some attributes belong to individual copies and others
apply to the entire work. That is, some of the metadata values are inherited from the higher levels. Typical metadata
attributes for formally published materials are shown in parentheses at each of the level.

Bibliographic Control and Authority Files

Consistency across the records in a catalog. An example of semantic tools. Bibliographic control ensure
quality and consistency. Cataloging rules provide standard definitions and encourage consistency in
catalog records[”. One example is the “Rule of 3,” which specifies that any author list that contains
three or more names should be simplified by stating the first author’s name followed by “et al.”. If a
database has a fields for first, middle, and last names, consider the difficulty of entering the following
names: Madonna, George Herbert Walker Bush, Sitting Bull. For formal indexing, explicit policies
should be created. Principles not just rules. Work languages, Document languages, Subject languages.
Cross-cultural conceptions of authorship and classification [?].

Authority files provide standardized forms of entities. Specifically, name authority files provide standard
spelling for a name (Fig. 2.30).

Catalogs
Nowadays these may be in digital repository (7.8.0). Typically, access points for collections are grouped
along dimensions such as title, author, or subject. This are attributes which reflect common information
access behavior of users. user needs or use cases. Applying successive levels of restrictions can be a way
to specify a search (Fig. 2.31). Cooperative cataloging. Use cases (3.10.2) for content development.

Catalogs for collections present standardized metadata for the objects in that collection. ICP: Conve-
nience of the user, Common usage, Representation, Accuracy, Sufficiency and necessity, Significance,
Economy, Consistency and standardization, Integration. The metadata used in a catalog should be
constructed to help users to find items in that collection. More discussion about metadata when we
consider complex digital objects (??). Union catalog.

2.4.4. Dublin Core Metadata System and Schema.org/Book

Dublin Core was designed as a light-weight metadata system for describing Web pages and not neces-
sarily for full works. However, it is so common that we will include it here. For the Web, the known in
the Dublin Core. There are 15 elements of Dublin Core (Fig. 2.32), the metadata system that is often
used for Web objects. As its name suggests, these 15 elements are intended as a core and that core can
be extended to cover a wide range content types including visual resources and educational materials
(5.11.6). Dublin Core attributes can also be “qualified” by sub-attributes. “dc.creator” can be qualified
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Paul Rembran Rembrandt Harmenszoon van Rijn Rembrant Van Rin

Paul Rembrandt Rembrandt Harmensz Van Rijn Rembrardt

Rambrandt Rembrandt Harmensz van Rijn Rembrat

Rebranch Rembrandt Harmensz. van Rijn or Rhijn Rembrdandt

Reimbrant Rembrandt Hermanszoon van Rijn Remdrandt

Rem. Rembrandt Hermansz van Rijn Reymbram olandes
Rembrach’ Rembrandt Olandese Rijmbrand

Rembradt Rembrandt Van Rhyn Rijn, Rembrandt Harmensz. van
Rembrand Rembrandt van Rijn Rijn, Rembrandt van
Rembrande Rembrandt van Ryn School of Rembrandt
Rembrands Rembrant Van Rhyn Rhembrandt
Rembrandt Rembrants Van Ryn, Paul Rembrandt

Rembrant van Rhijn Rembrant van Rijn

Figure 2.30: The painter Rembrandt and variations in the spelling of his namel'9]. (check permission)

Published after 1980

AN

Polymer Chemistry

Organic Chemistry
\Chemistry

Figure 2.31: Levels of hierarchical metadata can be useful for controlling scope during retrieval. We could first
search on topics relating to organic chemistry published after 1980 before moving on to the narrower search for
research on polymer chemistry.

as “dc.creator.illustrator”.

When tags from different metadata systems are included in a given document, it is necessary to be clear
about what system they come from. This is defined by the “namespace” (xmlns) and the namespace
package identifier is included with the tag. dq:creator is the creator tag as defined by the Dublin Core
metadata system.

Linking Works with Metadata Attributes
RDF. Semantic graph.

Resource Description and Access (RDA) proposes rules for developing systematic metadata. Low-level
attributes at the item level.

FRBR describes Entities. Creating catalogs.

Machine processable. Dublin Core abstract model. As the name suggests, RDF used to apply resource
descriptions such as Dublin Core to documents. This is accomplished using an “about” clause that
governs the relationship between the resources and attributes.



2.4. Data Schemas and Metadata 47
| Element | Description | Example |
Title A name given to the resource. Information: A Fundamental Construct
Creator An entity primarily responsible for mak- | Robert B. Allen
ing the content of the resource.
Subject The topic of the content of the resource. | Information science and systems
Description | An account of the content of the resource. | A textbook.
Publisher An entity responsible for making the re- | Robert B. Allen
source available.
Contributor | An entity responsible for making contri- | Robert B. Allen
butions to the content of the resource.
Date A date associated with an event in the life | 1/1/07
cycle of the resource.
Type The nature or genre of the content of the | textbook
resource.
Identifier An unambiguous reference to the resource | ISBN
within a given context.
Format The physical or digital manifestation of | LaTeX
the resource.
Source A reference to a resource from which the | Authored
present resource is derived.
Language The language of the intellectual content | English
of the resource.
Relation A reference to a related resource. PPTs
Coverage The extent or scope of the content of the | ”Information Science, Information Systems, Web
resource. Science”
Rights Information about rights held in and over | Robert B. Allen
the resource.

Figure 2.32: The base set of Dublin Core metadata attributes

(4]

included in many semi-formal collections. (check permission)

<META NAME=“DC.creator” >

<META NAME=“DC.creator.illustrator” >

<META NAME=“DC.subject” CONTENT=*“lcsh-heading” SCHEME= “LCSH” >
<META NAME=“DC.subject” CONTENT=“mesh-heading” SCHEME= “MESH” >

Figure 2.33: The base set of DC attributes can be qualified with subdivisions as creator.illustrator. Further attributes
can be extended. For the subject tag CONTENT and SCHEME which describe the system used for the content

description (LCSH and MESH are systems of subject descriptors).

Extended DC

Figure 2.34: Extended DC.

. Here, an example is filled in. Not every element is

Going forward, such efforts will facilitate making resources more available from Web based search and,
thus, will be able to satisfy more information needs and this has been a significant concern for academic

librarians.

Metadata Application Profile

A metadata application profile specifies the range or applications to which a set of metadata is typically
applied. It is related to the community interests which the collection is expected to serve. Dublin Core

application profiles.

Singapore application profile framework. The MPEG standards body has defined MPEG-A as a frame-
work for new MPEG applications. Functional requirements

Domain model
Description Set Profile
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<?xml version="1.0"7>
<rdf:RDF xmlns:rdf="“http://www.w3.0org/1999/02/22-rdf-syntax-ns#"
xmlns:de = “http://purl.org/dc/elements/1.0/”
xmlns:dcq = “http://purl.org/dc/qualifiers/1.0/” >
<rdf:Description rdf:about = “http://doc” >
<dc:creator>
<rdf:Description>
<rdf:value> Pat Jones < /rdf:value>
<dcq:creatorType> Photographer </dcq:creatorType>

< /rdf:Description>
</dc:creator>
< /rdf:Description>
</rdf:RDF >
URL dc:creat =

dcq:creatorType

Photographpr

Figure 2.35: RDF can be applied with qualified and extended Dublin Core. The dc:creator attribute is qualified
dcq:CreatorType with the value of “Photographer”.

Usage guidelines
Encoding syntax guidelines

2.4.5. Documentary Languages o
2.5. Subject Languages: Descriptions Based on Document Con tent

The metadata examined thus far has not focused on the content of the information resources but about
attributes such as the year of publication and author’s name. Tools which use such description include
indexes, abstracts, and classification.

Applying knowledge organizing systems (2.2.0). We have already considered thesauri (2.2.2). SKOS (2.3.3).
In additional to information resources, cultural objects such found in museums (7.6.1) and architecture.

Language help to define communities.

The “Semantic Web” is often associated with ontologies, but it frequently goes beyond these to cover
all types of descriptions[?!l. Beyond indexing to semantic annotations (7.8.4). This identify semantic
units within the text. Alphabetic languages versus topic-oriented languages.

Description of other resources Data sets (9.6.0).
Sensory, perceptual, emotional dimensions. MPEG-T7.

There are a variety of semantic technologies ranging from classification systems to controlled vocabu-
laries to ontologies. Each of these has strengths and may usefully be applied in different situations.

2.5.1. Hierarchical Subject (Topic) Classification

Classification is used for many kinds of objects and information, such as videos in a video store, food in a
grocery store, topics in a newsgroup, or items in online auctions. Classification systems are frequently
used to organize books and other materials in libraries; you are probably familiar with the subject
classification system used for books in your local library. Formal classification systems, such as those
used in libraries, are often hierarchical (2.2.2). Classification systems: broad, close, design.
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Library Classification Systems

Libraries (7.2.1) have been particularly active in developing large-scale classification systems. The largest
and most widely used classification systems are simple hierarchies. It is likely that your library uses one
of the two most common systems: the Dewey Decimal System or the Library of Congress Classification
Systems (LCC). The Dewey Decimal Classification (DDC) system is used in most public libraries
in the U.S. As the word “decimal” suggests, the DDC has no more than 10 items per level. The
top-level categories for DDC are shown on the left side of Fig. 2.36. Books and other documents with
numbers between 000 and 099 fall into the category called “Generalities”. Although library classification
systems are primarily hierarchical, faceting (2.5.3) is sometimes added to them. This crosses the main
classification dimension with other dimensions. Mining might be subdivided by a category such as
geographic region (e.g., mining in Asia, mining in North America, etc.). Classification systems may
describe the same concept in rather different ways; we need a guide for how terms from the two systems
are related. Such guides are called crosswalks.

| Number | Description |

000 Generalities

100 Philosophy and Related Subjects
200 Religion

300 Social Sciences

400 Language

500 Mathematics

600 Technology

700 The Arts

800 Literature and Rhetoric

900 General Geography and History

Figure 2.36: Top-level of Dewey Decimal Classification.

Primary Labels |
Arts & Humanities

Secondary Labels

Literature, Photography...

Business & Economy
Computers & Internet
Education
Entertainment
Government

Health & Medicine
Newsj & Media
Recreation & Sports
Reference

Regional

Science

Social Science
Society & Culture

Companies, Finance, Jobs...
Internet, WWW, Software, Games...
Universities, K-12, College Entrance...
Cool Links, Movies, Humor, Music...
Military, Politics, Law, Taxes...
Diseases, Drugs, Fitness...

Full Coverage, Newspapers, TV...
Sports, Travel, Autos, Outdoors...
Libraries, Dictionaries, Quotations...
Countries, Regions, US States...
Biology, Astronomy, Engineering...
Archaeology, Economics, Languages...
People, Environment, Religion...

Figure 2.37: Top-level of Yahoo.com classification (as of January, 1999).

In addition to the DDC and LC, there are several other comprehensive library classification systems
such as the UDC and Colon Classification.

Structure and Evolution of Subject Classification Systems
Decisions about library classification structures are often based on the notion of warrant. Semantic
warrant, literary warrant.

A classification schedule from the 1950s would not have much about space travel; one from 1980 wouldn’t
mention HIV. While being dynamic enough to change as needed, a subject classification system should
be static enough to be predictable for users. Although the top-level subject classification systems are
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static, the Dewey Decimal Classification is revised frequently as new areas of knowledge emerge. A
recent expansion included Fastern Religions, which had not been covered fully in the earlier editions.
Fig. 2.38 shows the changes in a section of the classification system used in the rapidly changing the
field of computer science from 1964 to 1998. Evolution of terminology is even more rapid in descriptions
of popular music.

3.7 Information Retrieval H.3 INFORMATION STORAGE AND RETRIEVAL
3.70 General H.3.0 General
3.71 Content Analysis H.3.1 Content Analysis and Indexing
3.72 Evaluation of Systems H.3.2 Information Storage
3.73 File Maintenance H.3.3 Information Search and Retrieval
3.74 Searching H.3.4 Systems and Software
3.75 Vocabulary H.3.5 Online Information Services
3.79 Miscellaneous H.3.6 Library Automation
H.3.7 Digital Libraries
H.3.m Miscellaneous

Figure 2.38: Here is a classification developed for the rapidly developing field of Computer Science. Fragment of the
ACM Classification in 1964 (left) and the corresponding section in 1998 (right). Note how much the classifications
changed in the space of 34 years. Topics such as “online information services” did not appear at all in the earlier
classification!!].

2.5.2. Poly-hierarchies, Multiple Inheritance, and Facet s

One of the strengths of simple single hierarchies such as those used in traditional library classification
systems is that the items are located in one and only one position. However, it may be difficult to
find a single specific location in a hierarchy because an item seems to belong to several categories.
Pneumonia is both an infectious disease and a lung disease. Sharing properties from several parent
categories is known as “multiple inheritance,” and the structures formed from multiple inheritance are
called “polyhierarchies” (Fig. 2.39). Some classification systems attempt to avoid multiple inheritance
because of the complications in overlapping attributes.

musical instrument

string instrument folk instrument percussion instrument

SN SN S

violin guitar steel drum
Figure 2.39: A guitar can be part of a polyhierarchy under string instrument and folk instrument.

Facets and Facet Classification
About facets. EBay.

Facets can be systematically developed with semantic factoring can create a faceted, controlled vocab-
ulary by identifying orthogonal underlying terms. Many works and collections are better characterized
by independent facets. These faceted systems have orthogonal dimensions. That is, they categorize
their concepts with a series of seemingly unrelated concepts. With such a system, minerals for instance,
could be considered according to the regions in which they are found. Ideally, each dimension would
be independent of the others as shown in the example of a faceted thesaurus (Fig. 2.40).

Wikipedia topic structure as a DAG.

2.5.3. Index Terms and Indexing Languages

The term “index” is used in several ways. An index can be a data structure used by a document
retrieval system, a pointer to topics in one document, or a catalog for access to information resources
such and those in a document or collection. an index provides an organization of the literature of an
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Facet Name
Associated Hierarchies

Facet Name

Associated Hierarchies

Associated Concepts Materials
Associated Concepts Materials
Physical Attributes Objects

Attributes and Properties
Conditions and Effects
Design Elements
Color

Styles and Periods
Styles and Periods

Object groupings and systems
Object genres

Settlements and landscapes
Built complexes and districts
Single built works

Open spaces and site elements

o1

Agents Furnishings
People Costume
Organizations Tools and equipment
Activities Weapons and ammunition
Disciplines Measuring devices
Functions Containers
Events Sound devices

Recreational artifacts
Transportation vehicles
Visual works

Exchange media
Information forms

Physical Activities
Processes and Techniques

22

Figure 2.40: Top-level facets from the Art and Architecture Thesaurus??l. Note that the facets are designed to

be independent from each other.

entire field. An index may be measured by “exhaustivity,” or the extent to which it covers all of the
concepts included in a work and by its “specificity,” that is, the level of detail, the depth, or ichness of
the indexing. Indexing functionality.

Subject Categories and Controlled Vocabularies

Topic descriptions versus other attributes. Which attributes to select and include in a set of metadata.
Systems of metadata (2.4.3). It is useful to have a standard set of descriptive terms as a controlled vo-
cabulary. Although there are differences among concepts, in a controlled vocabulary, these distinctions
may be helpful. This process of selecting optimal terms is similar to the process of defining entities.
We need to extract terms for a set of documents that are pre-defined as referring to that set. Fig. 2.42
shows the stages for such a systematic development of a thesaurus. Another basis for a developing
a controlled vocabulary is by examining the words people use to ask questions. Coordinating with
lingustic tools such as FrameNet (6.2.3).

abode, address, apartment, asylum, bungalow, cabin, castle, cave, commorancy, condo,
condominium, cottage, crash pad, diggings, digs, domicile, dormitory, dump, dwelling,
farm, fireside, flat, habitation, hangout, haunt, hearth, hideout, home plate, homestead,
hospital, house, hut, igloo, illahie, joint, living quarters, manor, mansion, nest, orphanage,
pad, palace, parking place, place, residence, resort, roof, rooming house, roost, shanty,
shelter, trailer, turf, villa.

Figure 2.41: Terms that may be used to describe a “home” (adapted from Roget). While the variants have slightly
different senses, for indexing it is usually clearer to use just one standard term.

Many concepts are combinations of other concepts. The concept of “doctor” or “nurse” combines the
concepts of “person” and “medical treatment”. Each concept is independent, i.e., orthogonal, from the
others. This process of identifying the underlying dimensions is known as “semantic factoring”. Recall
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Examples
| Original Terms | Final Term
1. Combine related terms Aesthetics and Esthetics Aesthetics
2. Combine related concepts || Aesthetics and Production Values Production Values

Figure 2.42: Steps in vocabulary reduction for creating controlled vocabulary word lists.

that semantics is the study of meaning in language. The concept of “hospital” could be decomposed
into “building” and “medical treatment”.

Tools for managing large-scale collections of vocabularies.

Subject descriptors are standard terms that cover the major topics in a collection. They are usually not
hierarchical and are properly an example of “enumeration” rather than classification. The Library of
Congress Subject Headings (LCSH) are the most widely used set of subject descriptors Several subject
descriptors may be combined for a specific document, several subject headings may be used (Fig. 2.43).
An index may include concepts which do not actually appear in the document.

France-History—Revolution, 1789-1799-Songs and music
Motion pictures—Law and legislation—Japan

Figure 2.43: Library of Congress Subject Headings may be combined into composite descriptions. The second
example above would be for a document about laws concerning motion pictures in Japan. The order of the terms
identifies which concepts are most important with respect to the object which is being indexed. (new example)

Subject Analysis and Facet Analysis

In order to classify it, we need to determine what a book or document is about. Indeed, classification
systems such as the Dewey Decimal System identify single positions in the hierarchies. A subject
classification system requires identifying what a work is about. “Subject analysis” determines the
subject of a work and assigns it to a subject classification system. It would be nice to assume that a
work has only a single subject, but resources are often complex and contain many attributes, making
it difficult to assign only one subject category. There may simply not be a single topic, and viewpoint
classification may be ambiguous from the user’s viewpoint. Finding the book on a given topic via text
processing. What would people want to use this book for? Epistemological potential [?]. '3, In some
approaches, facets may be combined to create complex statements about the topic of a book.

2.5.4. Creating Metadata and Metadata Systems
Developing a consistent large-scale metadata system is very difficult. Authority implies care and at-
tention to details.

Communities of practice define metadata systems appropriate to their needs.

Good metadata supports interoperability. Metadata comes from many sources. in other cases, it is
the result of systematic effort by professionals. Indeed, there are formal organizations for considering
metadata standards. In other cases, metadata is loosely defined. The amount of effort invested in
creating metadata depends on the importance of the collection and the needs of the users. Some
metadata are harder to define than others.

It is surprisingly difficult to generate accurate metadata. There are three problems in doing this: the
feature may not be known, there may be true ambiguity about the feature, or the metadata may
be assigned carelessly. “Content guidelines” facilitate consistency of the metadata but care may be
needed to assign even with such guidelines (Fig. 2.44). Using controlled vocabularies Validation lists
for checking the actual terms entered.

Costs of systematic metadata development. There is a chance of systematic attacks of organization of
information. Automatic capture of metadata at creation.
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If in doubt about what constitutes the title, repeat the Title element and include the variants in second
and subsequent Title iterations. If the item is in HTML, view the source document and make sure that
the title identified in the title header is also included as a meta title (unless the DC metadata element is
to be embedded in the document itself).

Figure 2.44: Content guidelines for the Title Element in the Dublin Corel33,

Cooperative cataloging for sharing metadata records which are used in library catalogs. Cost-benefit
for developing metadata.

Open metadata.

Socially Constructed Metadata
Traditionally, the metadata for formal collections hase been carefully constructed by professionals.
Another approach, is to let the users create the metadata. Social indexing. The sets of metadata
generated in this way is known as folksonomies. This is certainly much cheaper and more flexible, but
it has other implications. These may be reflect cultural biases or of intentionality, persuasion and bias.

Need for consistency in metadata. Groundswell of popular trends and emergent metadata. Limitations
of folksonomies!2%.

The Web is a highly dynamic environment. Separate taxonomies could be developed quickly for separate
interest groups. Ad hoc taxonomies. This can be helpful when systematic descriptions are not possible.
The Open Directory Project (DMOZ)Bl. Social tagging and finding objects: del.icio.us. Comparison
of social tagging to policies for traditional classification!?®. The danger is that social tags may reflect
a popularity context rather than systematic classification. Another approach for generating metadata
is “Games with a purpose” B! (Fig. 2.45). Games (11.7.0). Semantic relationships (6.2.3). Game-oriented
crowdsourcing.

L, Youplay the games
€ Computers get smarter

@ Everyone benefits! [lerrviore

Figure 2.45: “Games with a Purpose” generate descriptors in which web-mediated participants try to match descrip-
tive terms. (check permission)

Workflow models.

Coordinating Across Systems of Metadata
Linked data.

2.5.5. Making Resources and Collections Usable

Content Coordination
Techniques for supporting interaction with content. Interface tools for interacting with information
resource content. This internal structure can be captured with Coordination Widgets. Across re-usable
content objects [?] Information architecture (1.1.3) and semantic publishing. Books (8.13.6). Annotations
of several sorts. Reader annotations.

Tables of contents support access to it the components of a work such as its chapters. Structure often
cannot be separated from meaningful presentations. Table of figures. Table of (legal) cases TOC for
video.
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Knowledge organization widgets in encyclopedias.

Back-of-the-Book Indexes
As suggested earlier, the term index is used in several ways. In general use, an index is most often
a back-of-the-book index. Subject indexes do not simply select keywords from the text. Problem of
indexing mentions. The phrase: “But John Major was no Winston Churchill...” should not be indexed
under 'Churchill’.

Indexes across collections of books. Metadex.
User-centered indexing. Adaptive hypertexts for personalized indexes. Task-oriented abstracts.
Meta-dex.

Catalogs
Snippets and Surrogates A document surrogate stands in place of a document. It might be a thumbnail
image of a document but it is most often a bundle of metadata which follows the information model
for that type of documents. When documents are arranged in collections, surrogates may be organized
into a catalog.

Web page summaries often include snippets.

Abstracts

Descriptions beyond metadata. Abstracts can help users maintain “current awareness” of work in a field
as new documents are written. Like other information resources, abstracts should serve information
needs. Abstracts may be characterized by the type of description they provide (Fig. ??) [?]. This is
especially important for scholarly literature (9.1.1). An “informative abstract” attempts to convey as
much of the information of the larger document as possible. An “indicative abstract” simply indicates
the topics which are covered. It is most often used for material which is difficult to summarize such as
the contents of a database. An evaluative abstract critiques the ideas and gives an indication of what is
contained in the article without necessarily describing the contents. Abstracts should cover the major
points in the work they refer. Some abstracts are structured; that is, they may discuss specific issues
based on the structure of the original document. An abstract of a scientific publication might require
descriptions of the hypotheses, procedures, results, and conclusion sections.

Some abstracts are structured so readers can focus on the essential aspects of the research!*?. This has
become especially common for medical applications. One example of a structured abstract style sheet
requires that the following categories be included: Background, Purpose, Research Design, Setting,
Study Sample, Intervention, Control or Comparison Condition, Data Collection and Analysis, Findings,
Conclusions, Citation.

2.6. Hypertext and The Web

Linking supports browsing. Stand-alone documents are effective for many applications, but a wider
range of user needs can be supported with linking those documents to others. Hypertexts are sets of
information objects that are linked together. Many types of services can be developed to support in-
teraction in these hypertexts. Links in hypertext serve multiple functions. They provide a navigational
path but they also provide signals of association between concepts. In a real sense, knowledge is stored
in the network of links. Links are similar to semantic relationships (6.2.3). Hypertext structures provide
a types of information organization which support browsing. Hypertext as a literary genre (6.3.7).

2.6.1. Links and Anchors

The simplest links connect two documents. We have briefly seen Xlinks. A more complex type of
link, embedded or contextual links, connect regions within documents. Fig. 2.46 shows familiar HTML
HREF links and anchors which as embedded links. The end points of a link are known as “anchors”.
Anchors can be single points within a document, sections of a document, or temporal locations for
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scenes in a video or other multimedia objects. For HTML documents, the location of anchors may
mean linking to a whole document or only to a section within a document.

FROM ANCHOR TEXT <a href="#to—anchor">FROM-ANCHOR-TEXT=/a>....

0 ANCHOR TEXT ) <aname="to—anchor">

Figure 2.46: Anchors are end points of embedded links. This is illustrated with HREFs in HTML. (redraw)(check
permission)

The collection of all the links in a hypertext forms the structure of that hypertext. “Referential
integrity” checks whether the links are complete; that is, whether or not each link (reference) contained
in a hypertext is composed of an object that it is linking from, as well as an object that it is linking
to.

Links in a hypertext can have attributes. An electronic book might have a special type of link for
providing definitions of words. When hypertext systems have typed-links, the link types are often drawn
from a predefined set. XLink, the link framework for XML (Fig. 2.47) shows the specification for an
XLink. The links can be defined to have attributes; that is, they can take on “roles” or functions, such
as the simple “dictionary-definition” function that links a word to its definition in a dictionary program.
Beyond simple HREF’s there are many variations of linking. The links may be multidimensional (a
single link may connect to several other sites) (10.4.3) or links may be adaptive (they may be displayed
for only some users or situations). Link roles may be compared to semantic relationships (2.1.4). Multi-
headed links and OHS.

<!ELEMENT student ANY>
<!ATTLIST student
xmlns:xlink CDATA #FIXED “http://www.w3.0rg/1999/xlink /namespace/”
xlink:type CDATA #FIXED “simple”
xlink:href CDATA #REQUIRED
xlink:role CDATA #IMPLIED
xlink:title CDATA #IMPLIED
xlink:show () “replace”
xlink:actuate () “onRequest” >

<students xlink:href=*“studentList.xml” >
The list of students.
< /students>

Figure 2.47: An XLink definition and an example of its use. The “student” tag has an argument which is the HREF
of a file called “studentList.xml”.

2.6.2. Composite Hypertext Structures

HTML implements a simple model for linking notes in a hypertext. Other types of hypertexts can
introduce additional structure. Several of these are summarized in Fig. 2.48. Formally, hypertexts
may even be specified with data models (3.9.0). Basic hypertext is easily modeled as a graph (-A.3.0).
Composites (' are higher-level objects, such as indexes and tables of content. Composites can also
introduce their own navigational structures. Instead of a link simply navigating the user to a new
document a link in a composite might bring up a schematic on a split-screen to allow comparison
with the content of the composite. These hypertext composites help users to contextualize knowledge.
Visual information, especially as seen in visualization has similarities to hypertext (11.2.5).

Implicit structure versus full visualization of the structure. The “language of selection” ). Formal
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| Type | Description (Section) |
Table of contents Structure of links (2.5.5)
Guided tours A predetermined chain of related pages. (2.6.2)
Templates Links mapped to regions in a graphical structure. (2.6.2)
Spatial hypertexts Implicit links based on proximity. (9.10.0)
Hypertext maps Overview of link structure. (2.6.2)
Argumentation systems | Typed links that describe the components of an “argument”. (6.3.5)

Figure 2.48: Composite hypertext and related structures.

Hypertext Models Open hypertext models. Mappings between different hypertext models.

Menus allow the selection of options from a set of brief descriptions. Menus can be used to explore
documents that are organized hierarchically (2.1.2). One common example of a menu is a table of
contents. A menu with more breadth contains more choices per page, but fewer pages. (Fig. 2.49). A
menu with more depth contains fewer choices per page, but more pages. Users are generally able to
find items in menus with high breadth faster than in menus with high depth, as it requires fewer clicks
to reach a given point. In addition, user satisfaction often decreases as the number of required clicks
increases. However, a menu with a greater depth often allows for a more logical, sequential progression
of choices, decreasing the possibility of user confusion. There is a tradeoff between depth and breadth
in the efficacy of menu organization, and it may be found that certain menu styles are more suited to
particular tasks than others.

Figure 2.49: Two structures of menus that allow the user to reach 16 nodes. The one with high depth (left) has
more layers but fewer choices at each layer. The other, with high breadth (right), has fewer layers but more options
at each layer.

Several of these structures are the basis for coordination widgets (2.5.5).

A guided tour follows a predetermined path through a collection of information resources; it can be
considered a type of composite hypertext. The simplest guided tour has a single path, which is presented
straight through from beginning to end. Other guided tours allow you to “choose your own adventure,”
and are more branched and complicated. Examples of guided tour composites include lectures, novels,
broadcast television news programs, and movies.

Hypertext Maps, Templates, and Spatial Hypertexts
Interfaces for interacting with arguments. Graphical views of arguments.

Argumentation vs inference. The structure of arguments is captured in argumentation systems. As
their name implies, argumentation systems are often used for describing group discussions. Fig. 2.50
shows a tagged fragment of the discussion about rebuilding the Reichstag in Berlin. Fig. 2.51 shows
an argumentation system that helps students to develop scientific explanations collaboratively by il-
lustrating the connections between seemingly disparate facts. Group argumentation systems are used
for education (2.6.2).

Hypertext maps provide an overview of several nodes. Some hypertexts are composed of templates
that reflect specific knowledge structures related to the tasks. These may be schematics. Fig. 2.52
shows a workspace filled with templates representing information about individual countries. Spatial
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Figure 2.50: An argumentation system is a hypertext map (adapted fromm]) which lays out aspects of an argu-

ment. Note the objects types (folder, claim, datum, rebuttal, statement) and the link types (so, contradicts, unless,
reference). (redraw) (check permission)
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Figure 2.51: An argumentation system can support student learning about scientific reasoning[?%!. (check permis-
sion)

layout organizes the templates; thus, these sets of templates form a spatial hypertext in which the user
is guided by the structure rather than by explicit links.

Structure and interactivity are introduced to hypertext maps these become interactive schematics and
visualization systems (11.2.5).

Figure 2.52: A schematic can provide a visual structure for facilitating page-based browsing[25].

Adaptive Hypertexts

Adaptive hypertexts support reconfiguration of the nodes and links based on user characteristics and
history. Prioritizing links on a page based on user preferences. Effectively, this becomes a model of the
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user’s knowledge. Personalization (4.10.2). These can be useful in teaching and are related to adaptive
tutoring systems (5.11.3).

2.6.3. The Web as a Common-Use Hypertext

The Web is more than a simple collection of documents in a hypertext or library. It provides many
kinds of information ranging from recipes to reservations to digital libraries. Thus, the Web is known
as a common-use hypertext. The Web does not have a simple unified architecture, but XML is being
expanded to provide a unified framework.

Web-Page and Web-Site Design

Information design and information architecture. Visual languages (11.2.4). Information architecture
(1.1.3). The goal of layout is to allow the user to identify and easily access the content of a Web site.
Web sites have many applications, some focused on specific users and some broadly based for the public.
To build an effective Web site, we need to decide how, and by whom, it will be used. We then need to
provide access points for meeting the information needs of the user group. The interface in Fig. 2.53
allows users to search for movies by title, by actors, and by locations. The content of the Web site
should be highlighted in the interface and clues or instructions given to users about navigation.
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Figure 2.53: Access dimensions for a browser display should reflect the underlying content.

Just as library catalogs have different dimensions for access, web pages should be designed with con-
sideration of the types of material users will want to access. This is similar to the specification of use
cases in software applications (3.10.2). Whatever the design chosen, it should remain consistent across
the entire site, and there should also be no dead-end links. A well designed site will highlight its core
information, while at the same time providing diversions and subordinate information in easily acces-
sible links. Interaction design (4.8.1). General principles for design of applications beyond the Web will
be considered later (4.8.0).

Layout for disjoint information objects. The layout of a newspaper — how the stories or sections are
organized on a single page or throughout the issue — contributes to a reader’s ability to both find
articles of interest and to understand the relationship of various news items. Layout, in the news or
other media, is often used (or manipulated) to aid reading or to make associations for viewers; an
effective layout is one that highlights a recurring theme. The theme of newspapers is generally one of
importance: information that is deemed to be important is given a special place — the front page —
while news that is considered less important is moved toward the back. Visuals are used in a way that
contributes to the advancement of the overall theme and creates a synergy between text and images.
The photographs of a newspaper typically support the information that the news articles contain;
in other media, such as comic strips or satires, the text may contradict the image to create irony. A
layout need not be simply visual, but may include audio or even tactile presentations, the latter existing
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mostly in the world of art. The dynamic elements of interactivity make layout and design decisions
more complex: interactive electronic documents are now designed for a specific user’s preferences and
actions, rather than to an entire group. Interactivity leads us from documents to hypertexts, which we
shall consider in the next section. Interaction design (4.8.1).

Design and patterns.

Discourse relationships can help structure layout (6.3.2) to support comprehension (10.2.3) . Document
analysis (10.1.5).

Link Semantics Creating a link adds meaning. It suggests that there is a significant relationship
between two documents. Links can be an indication of similarity (10.10.2). In some hypertext models
different types of links perform different actions. Some links, such as a “Submit” button, commit
the user to action. Other links, such as a back button or a chapter heading, simply navigate to a
new location. However, all links, as the operable elements of a hypertext, share a common purpose:
to support information access and task completion by users, and not just provide a formal model.
Following a link has two effects on a user: it shifts the attention to a new topic while at the same time
retaining the context of the previous page.

A link should be easily distinguishable from the text in which it occurs. This is often accomplished
with different-colored font or underlining. In addition, because interactive documents and hypertexts
allow users to jump to information that is of particular interest to them, a link should provide clues to
the user about where it leads. Fig. 2.54 shows an example of “link visualization”. This is one of many
general user interface principles (4.8.0).

"Electronic Contracting with COSMOS - How to Establish, Negotiate and
Execute ElectronicContracts on the Internet™/n: 2nd Int. Enterprise Distributed

- - I

Object Computing YW= Big Dbject 547 kByte

published by, IEEE | @ Delay Short server responss time.
Thara ic an ahcirart 2 <1 Type Adobe Acrobat Document [pdf)

Figure 2.54: Link visualization can provide information about the object to be accessed!35!. (check permission).

Hypertext provides an alternative to traditional linear documents. It allows a great deal of flexibility
in allowing users to browse through a set of inter-related concepts. Thus, there is a usability tradeoff
in the flexibility provided by hypertext rather than the simple linear order of traditional documents.

Emergent Structure of Information Networks

The Web is the result of many people and organizations independently designing sites and posting
material of interest to those sites. The Web is an information network. Nonetheless, it is not entirely
chaotic; patterns emerge. We can count Web objects such as pages, servers, and links; we can count
how frequently these objects change; and we can record user interaction with the Web. The resulting
patterns allow us to identify different elements of the World Wide Web. It is helpful to characterize
the Web as a graph (-A.3.0). Specifically, the web is a small-world graph. Social networks (5.1.0).
Characterizing aggregate structure of the Web (Fig. 2.55). Because the Web is so large, we can look at
the number of in-links and out links across a large number of nodes.

It provides links between information resources. The Web is the most obvious example but there are
many others. For instance, in traditional scientific research articles the citations form links. Two
notable types of sites are “authorities” and “hubs” (Fig. 2.56). “Authorities” are linked to by many
other pages; that is, they have a lot of inward links. Moreover, the greater the number of different
pages linking to an “authority” is an indication of that page’s quality. “Hubs” are the opposite of
authorities. They link to many other pages. The quality of a hub may be measured by the quality of
the authorities to which it points. This insight is the basis for the PageRank algorithm, which is used
to rank documents following a Web search (10.10.2, -A.3.5).

Exercises
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Figure 2.55: Graph of frequency versus number of in-links and out-links for Web pages. These are log-log plots so
the data shows a power law. (check permission)
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Figure 2.56: We can treat the web as a large complex system. Schematic of the structure of the Web. Authorities
(open circles) have many other pages pointing to them. Hubs (black circles) point to many other pages. (redraw)

Short Definitions:

Abstract (document)
Abstraction

Access point (collection)
Aggregation (document)
Attributes
Attribute-value pair
Authority file

Data model

Cataloging
Classification

Collection

Common-use hypertext
Content guideline
Controlled vocabulary
Data dictionary
Database

Derivative work
Document

Review Questions:

Document Type Definition(DTD)
Dublin Core

Entity (databases)
Epistemology
Folksonomy

Facet (classification)
Guided tour
Inheritance (KR)
Information Model
Knowledgebase

Menu

Metadata

Multiple inheritance
Namespace

Ontology

Procedural knowledge
Prototypes

1. List some defining and characteristic attributes for an automobile. (2.1.2)
2. Describe the relative advantages of “classification” and “key word” systems. (2.1.2)

3. Give additional examples of the grouping relationships we described. (2.1.4)

Query language
Representational bias
Resource
(RDF)
Schema (data)
Semantic factoring

Description Framework

Surrogate

Symbolic representation
Taxonomy

Thesaurus

Typed-link

XLINK

XML

XSLT

XMLSchema

Work (metadata)
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What are some of the difficulties in a single, simple hierarchical topic classification system. (2.1.2)
Identify the elements of this chapter that should be included in a DTD. (2.3.3)

Compare DTDs and XMLSchemas for describing the structure of documents. (2.3.3)

Explain the difference between logical structure and presentation structure for documents. (2.3.3)

What are some different ways a person could be a “creator” of an information object. (2.4.4)

Compare the process of identifying entities for a database and selecting a controlled vocabulary. (2.5.3)
Compare the structure of the a folksonomy subject classification system with the structure of formal library classification
systems such as the LC or Dewey Decimal Systems. (2.5.1)

What are some of the advantages and disadvantages of a controlled vocabulary for a given topic? (2.5.3)
What are the relative advantages of informative and indicative abstracts? (2.5.5)

Explain what is meant by a “composite hypertext”. Give an example. (2.6.2)

List several elements of effective Web site design. (2.6.3)

Give some examples of Web sites that are “hubs” and other sites that are “authorities”. (2.6.3)

Short-Essays and Hand-Worked Problems:

What are some of the advantages and difficulties in the standard (“Aristotelian”) approach to categorization. (2.1.1)
Explain how you would identify the category of “airport”. Is an aircraft carrier an airport? (2.1.1)

Can you identify any truly unambiguous categories? (2.1.1)

What are some examples of prototypes as a model of categorization? (2.1.3)

Describe the pros and cons of classification into a single hierarchy versus facets. (2.1.2, 2.5.3)

Consider the objects around you as you read this. Briefly describe those objects and propose a classification system for
them. (2.1.2)

Consider the books you own. Make a subject classification system for organizing them. What are the difficulties? (2.1.2)

Critique the effectiveness of the library subject classification system used in your university library or in your town’s
public library. Pick a work from the shelf and explain how it might have classified in a different location. (2.1.2)

Give an example of a classification system you have used that is confusing or ambiguous. How could that be improved?
(2.1.2)

What are the advantages and disadvantages of using subject classification systems as a primary information access
technique? (2.1.2)

Ask two friends to develop subject classification systems for the same topic independently from each other. For instance,
they might make a classification system for games. Compare the results. (2.1.2)

Hierarchies are widely used as a navigation structure for hypertext. Describe why it is useful and what are some of the
difficulties in using it. (2.1.4)

Pick a section of the Dewey Decimal System and attempt to explain why classification may have been selected. (2.1.2)

What makes an effective classification system? (2.1.2)

Will search engines replace the need for metadata? (2.1.2, 10.7.4)

Develop a system for categorizing the food stored in your kitchen (or your parent’s kitchen). (2.2.0)

Explain the distinction between “types” and “tokens”. (2.2.1)

Should subjective metadata reflect the creator’s view of the material or the user’s likely view of that information?(2.2.0)

Select a small domain about which you are very familiar and build an ontology of the concepts for it. (2.2.2)

Explain how you might create a thesaurus of (a) your personal photographs and (b) Web objects. (2.2.2)

Choose a topic and build a thesaurus for it. The terms should show complete coverage of the area without being
redundant. Hint: Use a systematic strategy such as that illustrated in Fig. 2.42. (2.2.2)

How is a thesaurus different from an ontology? (2.2.2)

Some knowledge representation projects have attempted to map all knowledge. What are some of the difficulties of doing
this? (2.2.2)

What is a “fact”? (2.2.2)

Why are people inconsistent about assigning names? (2.2.1, 2.2.2, 6.2.3)

Contrast the definition of documents. (2.3.1)

Create a DTD for this chapter of the text. Entities should include: chapter, sections, subsections, exercises, notes,
readings, and references. (2.3.3)

Explain the difference between DTD and XSLT files. (2.3.3)

Create Dublin Core metadata for your course home page. (2.4.0)

What is the appropriate metadata for an electronic thesis or dissertation? (2.4.0)
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What is the relationship between “North by Northwest” and “Der unsichtbare Dritte”. (2.4.0)

What techniques could you use to ensure the consistency of metadata? (2.4.0)

Describe a system of metadata for describing a collection of cartoons. (2.4.3)

What is the main advantage of RDF over basic XML? (2.3.3, 2.4.4)

What are some of the possible ways the “Date” attribute in Dublin Core could be used? (2.4.4)

Develop a Dublin Core description for your home page, a book, or a document. Develop one for a DVD (2.4.4)

Explain the differences between simple, qualified, and extended Dublin Core. What are the strengths and weaknesses of
each approach? (2.4.4)

Using the approach in Fig. 2.42, develop your own controlled vocabulary for either a sport of your choice or for an
educational resource used at your university. (2.5.3)

Pick a site which you believe supports browsing of different sorts of users. Discuss what categories of users it is aimed
for and how it supports each of those groups. (2.6.3)

Identify the types of users who are likely to go to a computer company Web site and their information needs. (2.6.3)
Describe some of the clues that can be provided to users to support navigation in hypertexts. (2.6.3)

How is navigation with a map related to navigation of a hypertext? How might navigation of a hypertext be improved
using ideas from a map of physical space? If documents are to be created only for audio presentation, how would they
be different from text and image documents? (2.6.3, 9.10.5)

Practicum:

Objectives and Skills:

Do classification. Create metadata.
XML for documents.

Build a thesaurus. (2.2.2)

Layout.

Simple XML, (2.3.3)

Going Beyond:
Do you agree with statement that “A record of any type of human thought is a document?” Explain. (2.3.1)

. Describe some of the difficulties in transforming a complex object such as a table from one format into another second

format. (2.3.3)

(a) Describe a program that would validate whether a document has XML tags which are consistent with a DTD. (b)
Build it. (2.3.3, 10.4.2)

How would you develop metadata for a movie which is based on a book? (2.4.0)

The proliferation of XML standards may lead to a “tower of babble” in the use of different metadata schemes. How
could that possibility be minimized? (2.3.3, 2.4.3)

Metadata is sometimes described as “data about data”. Is that a good description? (2.4.3)

If you were developing a system of metadata what terms would you include? (2.4.3)

The Dublin Core “Type” attribute is often criticized as being vague. Explain whether or not you agree. (2.4.4)
Generate an example of Dublin Core using RDF. (2.4.4)

Should classification systems and tools that support them such as data description languages, support multiple inheri-
tance? (2.5.2)

Describe and contrast how topics in mythology are cataloged by the Dewey and LCC classification systems. (2.5.1)
Develop a subject classification system for Web pages and build a tool to classify them. (2.5.1)

Some people argue that the non-linearity of hypertext frees readers from the limitations of linear thinking imposed by
traditional documents. Do you agree with this criticism? (2.6.0, 10.2.0)

Build an application in frames and Javascript to present guided tours of Web pages. (2.6.2)

Pick two Web pages at random and find a path of links that goes between them. Is that the shortest path? (2.6.3)
Sample about 20 Web random pages and count how many links they have and report then in a bar chart. (2.6.3)

Teaching Notes

Objectives and Skills:  The student should develop an understanding of document structure and learn the basics of
XML and RDF, Making effective descriptions using metadata. Developing classification systems.

Instructor Strategies:  The threads of XML and collaboration could be emphasized. Advanced practice with XML.
Many of the themes of hypertext will be revisited later in other contexts and could be previewed here.
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Chapter 3. _
Tasks and Entertainments

In the previous chapter, we considered the structure of information resources. Here, we consider how
it is used and the impact it has. Broad activities.

"y

3.1. Information Behavior

People often find information just by looking around at the world or by by browsing hypertext systems.
But, at other times people have to systematically search for information. Because information can be
so useful, people have developed systems for managing and retrieving it. Because information reduces
uncertainty and helps people make good decisions, people will work to find information. This is true
whether they are engaged in everyday activities, or in developing new scholarly theories, or in the
analysis of complex situations. While the various tasks and activities have distinctive features, here,
we introduce the very simple model, look-decide-do, to illustrate the basic elements of accessing and
retrieving information. Specific tasks versus sense-making. Information behavior is an interaction of
complex components [?].

A%

3.1.1. Everyday Information

Some activities include problem solving, planning, and design. Many goals in finding information:
Exploration, sense-making, and task-directed information finding. We may assemble information to
systematically make a decision and then to complete a task. We will discuss that approach later in the
chapter but we start by considering less directed information seeking (e.g., sense-making).

We are all surrounded by information and use it to answer many explicit or implicit questions: Where
to go for products, What your friends like, Doctor’s appointments, Knowing recipes and fixing things
around the house. When a store closes. Common sense. Temperature. Some of that we encounter and
use without thinking about it. We have simple strategies for accessing other types of other everyday
information. Remembering telephone numbers.

Figure 3.1: One common type of information exchange. (check permission)

Everyday tasks. Errands and coordination with family members.
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Information interactions in families and small worlds. Information poverty.

Although our definition of tasks (see below) is very general, not every activity is most naturally described
as a task. Tasks are often not one-time activities. Indeed, people often have long-term roles. Being a
knowledgeable person. Integrative activities versus specific tasks. Continually interacting with sense-
making. Learning about food.

Sense-making
Many information activities are long term. Fan base. Ongoing awareness of news. Routines.

Combine both cognitive and affective systems. Information avoidance.

3.1.2. Tasks and Work

While everyday information seeking can be considered part of a task, tasks are generally more struc-
tured. Tasks also provide structure to the user. Tasks may be characterized in several dimensions
(Fig. 3.2). Structured tasks involve a known and well-documented process for accomplishing them,
while unstructured tasks require that a process be created. Completing text edits with a text editor
could be an example of a simple “unit task,” in which one proceeds in a step-wise manner until all of
the edits are complete. Making a movie, on the other hand, is a complex task; this sort of task is often
ongoing, and may require repetition and consultation with other people.

| Task Dimension | Description

Goal directed Is the task aimed at completing a specific goal? What is the motivation for completing the task?
Routinized Is there a predictable pattern in the steps required to complete the task?

Locus of control Are decisions about the task made by the person doing it?

Sequentially Is there a simple ordering to the task?

Time limited How much time is available for completing the task?

Complexity Is the task able to be completed directly in one step or does it require several steps?

Figure 3.2: Dimensions of tasks (extended from(29]).

Tasks, work, and action.

Representing tasks. Representational bias for tasks. Tasks and activities are highly varied. After we
have examined the basic processes, we will, later, consider the role of information in more complex
tasks in which involve workflows and critical thinking. Workflow (3.10.2) is a representation of how the
activity should be accomplished.

Science tasks. Medical tasks.

We start with Look— Decide— Do, the simplest of the schematics of information use as we described
earlier. However, it is important to remember that tasks, and the processes that are used to accomplish
them, are often much more complex than this simple equation implies. When observed in detail,
task completion methodologies are exciting and complex systems involving theories and practices of
processes, information, strategies, and decisions. While observable in everyday life, tasks and their
methods of completion are also particularly important to the design of information systems. Tasks are
not always stable; the environment in which they occur may change. Developing effective knowledge
representations depends on know the task for which they are used. Reading the news as a type of
browsing.

Information and activity management such as alerts.
Management of simple information checklists.

Workflows for Information Seeking
Put another way, tasks provide the context. Tasks may be decomposed into phases. A simple task, for
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instance, can be described by the Look— Decide— Do process. Information collection (the Look phase)
is an essential part of all tasks. This schematic is not a full description for a complex activities such as
critical thinking, design, or science (9.2.0).

1 4
Look Decide Do

Figure 3.3: A very simple model for using information to complete tasks: Look— Decide— Do.

The interdependence of process, information, and decisions is especially clear in goal-directed activities
such as design, problem solving, and decision-making. The process may include returning to earlier
stages, for instance to collect more information before reaching a decision. Furthermore, the process
may be repeated if the action did not have the desired effect or if the task is only one part of a more
complex activity. The incentive structure is also important to the outcome. There are several types of
search including searching with a metadata indexing system and search with a with full-text. Moreover,
exploratory search may be contrasted with routinized tasks.

Select Source Articulate Problem

> Define Problem <

Extract Information Examine Results

Figure 3.4: A task may also be viewed as problem analysis and information may be gathered and used as needed
for the analyses!39].

Task specification. There is a chain of actions and workflow languages. Furthermore, the structure of the
task often provides a convenient structure for organizing information related to that task. Procedures
for getting something done. Object-oriented methods. Algorithms. In some cases, a sequence of tasks
needs to be repeated. Human issues need to be considered. This includes how people think about
the tools they use for completing them can impact the efficiency of task completion?¥. For repeated
tasks, extra time spent readying the tools required to complete a task the first time may pay off when
it is necessary to repeat the task. These may include tasks of individuals, tasks for organizations and
workflows. Tasks in organizations are generally associated with roles. Indeed, a role may be defined by
the tasks it includes. At the end of this chapter we will consider some formalisms for specifying tasks
and workflows. That is, these representations go beyond the simple data models we examined earlier.
Structure and phases of tasks with activity theory?!l (3.5.1).

Situational Awareness and Environmental Scanning
Another type of information activity is getting a big picture and having a sense of how different com-
ponents are reacting to a complex situation.

Figure 3.5: Situational awareness involves knowing what's coming at you. (check permission)
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3.2. Look — Information Seeking Behavior

Information gathering is an integral part of tasks. Tasks may be complex, and they often have informa-
tion needs that go well beyond a simple search. Thus, Information Seeking Behavior is a particularly
important type of Information Behavior. Indeed, the process of information seeking itself helps an
individual develop a strategic framework for accomplishing a given task[3?; after information has been
gathered, a plan can be formulated. The Look process can be decomposed as a type of task (Fig. 3.6).
There are so many different types of information and scenarios for the use of information we can only
make some generalities.

Information seeking can be directly affected by information organization which we discussed in the
previous chapter.

3.2.1. Why People Seek Information: Information Needs

One answer to the question of why people seek information is because they have information needs. In
some cases, people don’t know what information they need. This may be because they don’t understand
the source of their own questions or that they don’t understand how to decompose the problem facing
them in a way that is compatible with the available literature. Current awareness. Information needs
vs needs for a service. We may use information resources to find out about a new topic. Information
needs may be predicted from task-roles such as those of professionals and scholars. Information needs
are often associated with roles. We want to know about information needs because the affect the types
of services we develop.

While we often think of information needs as task-focused, but in many cases, the task is not clear['8.
Information needs depend on context or the culture.

Shifting information needs in a shifting landscape of information providers.

Imagine that you want to plan a ski trip. You realize that you should check the snow conditions at
your destination, arrange for your travel, and find some accommodations near your destination. To go
skiing, you need a lot of information. You may need a Web site that lists ski areas. You need directions
and need to find a hotel.

We begin by asking what triggers people to start looking for information. Specifically, at what point
does one realize the need to start seeking information, and once aware of the “information need,” what
strategies are adopted? The desire to seek information can be caused by many factors such as: an af-
fective (uncertainty) desire to learn more about a given subject, domain, or situation; situational (task)
concerns, in which an individual needs information to accomplish an agenda; or cognitive dimensions
(knowledge), in which knowledge or information is obtained for its own sake.

Tasks and Information Needs
Information needs often reflect a task in which a user is engaged. Information needs for supporting
roles and activities in which users engage. Some tasks require high-recall searches; that is, they must
retrieve complete information. Legal and medical searches need to be complete for a professional to
give the possible service and avoid malpractice (3.3.3). Other tasks may not need a large amount of
information, but only a limited amount of very accurate information from trusted, highly authoritative
sources. Authoritative information versus credibility of information. Science-related information tasks

7).

People may even plan to satisfy “anticipated information needs”. A person may subscribe to a news-
paper in this expectation that it will help meet information needs in the future.

Awareness of Information Needs
When skiers decide to go on their trip, there are several things they should determine before beginning.
They have information needs: How to get there. What equipment is necessary. How much the tickets
cost, and so on. People develop a more focused awareness of an information need (Fig. 7?). We call
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these pre-conscious needs visceral needs. As they begin to formulate their plans, the group becomes
aware of some of their needs by, for instance, making a list — now they have conscious needs. As
information needs are shared and further developed, they become “formalized”; finally, depending on
what kind of information they have gathered, they may have to find ways to compromise in terms of
their needs. Implications for question answering (3.3.2). Awareness of one’s information needs is a type
of meta-cognition (5.11.4). It may develop gradually as a person develops a better understanding of the
issues involved.

Browsing. Non-task oriented “divergent” information behavior. Personalization and personal relevance.

3.2.2. Types of Information Seeking: Find, Identify, Selec  t, and Obtain

When a person faces an information need, that person faces many choices which may be summarized
as: find, identify, select, and obtain[?. Information services and systems should be designed to support
the users in these different stages.

1

‘> Plan — Select source =~— Search — Examine — Evaluate — Decide

Do—

Figure 3.6: In this idealized schematic, the process of collecting information, that is the Look part of
Look—Decide—Do, is itself a cycle (use IFLA: find, identify, select, obtain).

When a person is aware of their information need, that individual may seek information to fill in a per-
ceived “gap” between what they currently understand and what they believe they need to understand.
As in the example of planning a skiing trip the person may elect a strategy for attempting to access
that information. The first step is source selection. Choosing from a variety of search engines. For
example, the sources must be credible and cost effective.

The information seeker must describe the information they are seeking into a language that the system
can understand. This is the difference between formalized and compromised statements of information
needs. When considering how to express an information need, either to another person or to a system’s
search engine, users may attempt to manage their information load, or to develop a cognitive framework
with which to interpret their need. People may be trying to find facts, but in a larger context. They
are often trying to make sense of a situation ',

Information seeking may follow from information needs. People tend to approach the act of finding
information differently, depending on the individual. Everyone has a personal knowledge strategy, in
which an order of operations, past experience, and trusted sources all figure. Given an information-
seeking task, a person will think about the question(s), consult their experience, select a strategy, select
a source(s), and begin.

Users may engage in “information triage”; they may determine the broad scope of the information
sought; what type of information is needed and what queries should be used to seek it.

Individuals often consider cost, quality, effectiveness, and convenience when determining a search strat-
egy. All of these criteria contribute to an information resource’s perceived utility, which largely deter-
mines its appeal to users (3.3.3). Different user interface genres have been developed to highlight the
utility of an information system. Users will often have a favorite information source, based upon their
perception of its utility and interface design, that they regularly use first when seeking information.
Effect of information systems on information seeking®.

Information seeking may fail Possibly because the user’s question was simply unanswerable, because
the information is not included in the information system, or simply because the user can?t figure out
how to access the information from the system. The latter case is known as retrieval failure.
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Conversations with colleagues
Personal ties
Conversations with consultants, subcontractors

Conversations with clients

Conversations with vendors

Internal technical reports
Reference librarian

Product literature
Textbooks, handbooks
Codes, standards
Industry newsletters
Consultations with academic researchers

Figure 3.7: A search may shift across social, accessibility, and quality levels as it is refined49). Everyday interaction
with information is often limited to conversations.

3.2.3. Access Genres

There are many ways of interacting with information resources. Combine conceptual models with
interactive with real collections. Browsing, searching, and filtering are general forms of information
searching, and form the access genres that we will consider here. Relates to information behavior and
tasks. Some support information access that is task-oriented. Others support “serendipity,” or people’s
chance encounters with information that is useful to them even when they are not looking for it.

Filtering and Alerting
Some types of information, such as news, are streamed and that can be filtering. A filter has criteria
by which incoming material will be judged; material that fits the set of criteria will be allowed through,
but material that does not will be filtered out (Fig. ??7). Anticipated information needs are served by
setting up a filter.

Filters can employ a range of techniques. Some may be based on attributes of the messages such as the
source, a priority rating, or Some have the user specify specific terms to enter. Suppose you wanted
all of the news stories about California as they appeared on the news wire. You could set up a filter
that channeled only stories containing the word “California” in the text to your account. Filtering
and RSS feeds. Others may attempt to infer the terms by observing the users choices. Sometimes,
filters are known as “alerting services” since they notify you of the material and events in which you
have expressed an interest. Rule-based filtering. Most filtering systems require users to enter terms
that are matched to terms in the filtered documents. Filtering systems that are adaptive, or learn a
user’s preferences and apply filters automatically, are being developed. These user models, also called
“implicit” models (as compared to “explicit” models in which the user selects the filters) are designed
to reduce user work and more precisely apply filtering terms. Filtering spam (10.3.2). Filtering web
content for children. eRules for processing email campaigns. Media aggregators and social curation.

Browsing
Browsing generally proceeds without a formal goal. That is, the material is interest but is part of
an active task. Many serendipitous encounters with information will occur as a result of accessing
information in this manner. Browsing is well-supported with hypertext (2.6.0) because it allows a user
to easily follow a train of thought, or a series of related ideas. Hypertexts. Supporting browsing with
information visualization. Browsing hierarchies. Linearity /non-linearity (hypertextuality)®4.

Searching
Search is often problem-driven. When the user has a specific information need, the user may be more
likely to conduct a search. Searching is distinguished from other means information searching by the
user actively generating a query. If a searcher is trying to obtain a copy of an item or document that
they know to be in a collection, they are conducting a “known-item search”. Calling a video store to
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ask if they have any copies of a movie is also a type of known-item search. By contrast to known-item
search, exploratory search is aimed at getting a high-level overview. Exploratory search many combine
browsing and searching.

We have already considered searching structured data sets (3.9.0). Searching metadata versus full-text
queries with search engines (10.7.4). We will consider the details of search engines later (10.7.4). Because
people do not know the details of the search algorithms that a search engine employs, they cannot truly
optimize their searches. Rather, they may rely on mental models (4.4.4) of how the search engines work
and even what terms a given author may have used to express an idea.

Searching may employ of questions or queries. Questions are natural language expressions. They are
most commonly employed when dealing with a human search intermediary. This could be an actual
person or a conversational agent (11.10.4). Queries and questions can be categorized by (a) topic and
(b) the kind of answer required. Queries are related to questions but are generally not true natural
language statements. Generally, they attempt to describe attributes of the objects being sought as
closely as possible. Questions and question-answering systems will be considered in more depth in
(10.12.0).

3.3. Complex Questions and Searches
Questions and queries can range from searching for answers about simple facts (factoids) to exceedingly
subtle or even unanswerable points. Consider the following complex questions:

What is the second most deadly viral disease in Africa?
Are there any foods that are prohibited from being brought to Canada by tourists
who have been visiting Belgium?

What’s mores, searches may also confused or implausible, such as: Who is the current king of France?
Similarly, what is the atomic number of coal? Moreover, many questions have no definite answer. [3],

It is helpful to know what kind of answer is expected when setting out to answer a question. Some
questions do not actually seek to elicit information, but instead state an opinion or make a point. Could
we make a taxonomy of question types? So, question taxonomies which categorize questions by the
types of answers which are expected have been developed. Categorizing question types can get more
complex when people are ironic. Categories of types of questions which get asked (Fig 3.8). There
are a variety of roles for information specialists beyond reference services to collaborative information
retrieval.

3.3.1. Strategies for Answering Questions with Informatio n Systems

Some queries are so complex that they cannot be answered directly. One way to handle them is the
brake them into pieces. Many strategies have been proposed for combining those results. One way to
break down a complex search is to analyze the sequence of steps required. Is it better to search that
goes from general information to specific information? Or, would it be better to start with very specific
information and work backward, acquiring ever more general knowledge?

Search Strategies
Many of these complex search strategies and are based on Boolean techniques (3.9.2) are more productive
than other search procedures such as a ranked-retrieval search (10.9.2). Doing this allows for sequential
searches. It also suggests that a sequence of searches that lead toward an answer of the original question.

Several systematic strategies have been proposed. Some of these are based on just analysis of the
queries other strategies are based on analysis of the documents retrieved in initial queries (Fig. 3.10).
A complex task may require searching a large number of information sources and the ultimate answer
may involve the integration of many separate pieces of information. Information from one source can be
used to double-check the information from another source. This is particularly useful for checking the
validity of informal sources. A neighbor’s advice on a good restaurant (informal channel) may provide
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| Types of Answers Expected | Examples |

Assertion
Would you spell your name?
Request/Directive
Would you open the window?
Short Answer
Verification Is it raining?
Disjunctive Are you happy or sad?
Concept completion Who did this?
Feature specification What color is the dress?
Quantification How many people were at the last class?
Long Answer
Definition What is an “oxymoron”?
Example Can you give me an example of electron bonding?
Comparison What’s the difference between a beagle and a terrier?
Interpretation What does this mean?
Causal antecedent What were the causes of the Civil War?
Causal consequence What happened when you got elected?
Goal orientation What were you trying to accomplish?
Instrumental /procedural What are the items for the agenda?
Establishment Where were you on the night of October 177
Expectational What did you think would happen?
Judgmental What was the importance of what she did?

Figure 3.8: A classification of questions based on the type of response expected (adapted from(3] with examples
added). Determining the question type helps in answering it.

(((master settlement agreement OR msa) AND NOT
(medical savings account OR metropolitan standard area))
OR s. 1415 OR (ets AND NOT educational testing service)
OR (liggett AND NOT sharon a. liggett)

OR atco OR lorillard OR ...

Figure 3.9: Fragment of a complex Boolean query. Specifically, this is a part of a search for a health items for court
documents from the tobacco settlement.

valuable information that is unavailable by any other means, but consulting the phone book (formal
channel) to determine if there is indeed any such restaurant is a useful way to determine whether or
not the advice may be valuable.

| Technique | Description |

Building Blocks The searcher identifies key parts of the problem, usually the most specific facets,
and searches for them first. Other facets are then added.

Successive A general query yields a large collection of documents. The searcher then

Fractions successively applies restrictions that narrow down the collection until only very
specific documents remain!?%.

Pearl Growing Finding quality material often leads to other quality material. The user starts

with a small set of relevant documents and uses them to build outward.

Figure 3.10: Strategies for complex searching based on question analysis and on query reformulation following
inspection of documents returned by an initial search.

For complex Web searches, a systematic approach is needed. For a complex search task, a searcher
should not expect a single search to be comprehensive, but should count on performing several searches
to accumulate partial answers (Fig. 3.11).
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I do a fair amount [of preparation]. I always make a list of keywords, synonyms and alternate words,
and think about which words should be truncated. I think about what databases to search and make a
note of them. Then, as I do the search, I refine it and check off what I've searched. Depending on how
complex the search is and how many alternate terms it includes, my search plan is more like a diagram,
with several columns of alternate terms separated by the appropriate connectors.

Figure 3.11: A searcher’s description of strategies in preparing for searching[%].

The Dynamics of Information Seeking

When people look for information, they need to make certain decisions whether explicitly or implicitly.
Looking for information takes effort. When trying to make a decision, how should we determine when
the optimal amount of information has been found. The issues are when that transition occurs and
when to stop. Fig. 3.12 tracks the choices made by an individual during a search'®; that it is somewhat
hierarchical, with the initial, broad task occupying the most directive position, with all the supporting
tasks arrayed below it, and in a sense working for it. We can also note from this figure that completing
a task is not a one-step process. Several stages must be negotiated before a result is achieved. This
is partly do to the complex nature of some tasks, but also due to the fact that there is an interaction
between the user and the environment. Some tasks cannot be done at just any time.

Kayini Kayin Forees ol
wwwgoogle. “"Farces ol Mo/ PG-
1. View: }cnm 1, Wiew, Mot 3 View: |0ar | 13 4. Wiew
Browser ————p Cocgle homs P TN hits ————P»|  Ebhert's review
page Seiecr ol the movie
Fearch
Keyin Seieok:
Bishop Elizabeth
5. View: vt 6. View: [0of Bishop | T Wiew
Coogle home P 59,00 huts P Elizsbeth
pags Bizhoo saze
Keyim: Kevin Select: Movie
i www.yahod. Pk of  p——— Foroes ol ——————
8, Vomw: com o, View: Sature ik Voew: & Mot i1, View:
Browses —bm o P Yahoo!Movies
[
==

Figure 3.12: This problem-behavior graph trace of search behavior*®!, Actual searches are often non-linear.
(redraw) (check permission)

Most web-based information combines both searching and browsing. Shared search trails. Behavior
graph.

Determining the expected value of information. What is the value of a weather forecast? How much
effort are you willing to put into collecting information. These can be calculated as the expected value
of information!® (s.13.2).

Estimates of how much information has obtained from each source and when that runs out, we stop
seeking for information. Clues for estimating the value of information resources. Surrogates. Richness
of information resources. Foraging theory*! (Fig. 3.13).

Foraging and the introduction of information systems. Amount of information versus The accuracy
of decision and confidence judgments. The value of some information is understood only after seeing
other information. Information scent is also related to relevance judgment factors (3.3.3). This is a type
of task specification.

Affect in information seeking.

Even More Complex Questions
Some questions are so complex that the can be decomposed and answered in pieces. For instance “How
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Figure 3.13: Information seeking can be thought of a type offoraging[‘“]. Thus foraging theory descri how information

consumers will move from one information source to other information sources. (redraw)

should we reform schools to provide the education for students?” Only fragmented clues about them
can be gathered and some evidence supporting one position or another can be synthesized. A searcher
may trade off the effort required with the formality or detail of answer required (Fig. 3.7). Beyond the
capability of individual researchers, organizational teams, and scholarly communities (9.0.0) can provide
more detailed analysis of complex issues. The first reaction is to ask people who you know. Developing
a social network of reliable information resources. Small worlds of knowledge. They know who knows
what on which they rely when needing an answer.

3.3.2. Reference Services

Individuals might need assistance in answering questions. They may not be familiar with the area they
are researching. In such cases, a human intermediary may help users to find information resources.
These may include questions about how to use reference materials as well as helping the person to
answer questions directly. Customer service (8.12.5). There are two levels of reference: First, finding
authoritative answers to a question. Indeed, there is a strong preference for providing answers based on
information resources rather than providing personal opinions. Second, teaching users how to answer
their own questions. This may go beyond simply answering the question. Indeed, the answer may not
be given directly; rather, the reference service may give pointers for the searcher to find the answer for
him or herself. Provide instruction about the resources.

A searcher may be unfamiliar with a field or its information resources, so that an intermediary may
be of assistance. Intermediaries are specialists who help individuals meet an information need. An
intermediary often knows the types of sources available as well as general search strategies; they employ
these strategies to help the user frame a query more effectively. An intermediary might conduct a
“reference interview”. The user does not necessarily have a clear picture of the issues they use when
they describe what they are looking for. In some cases, users may be confused about the domain they
are studying or the nature of the information resources they are trying to explore. A person might
want to search about treatments for sniffles, but they may really have a more serious health problem
which, in turn, has been brought on by not paying their heating bills. Thus the question may become
how to get those bills paid. Question answering as tutoring (5.11.3) and may require instructional design
(5.11.3).

Fig ?7.

nnnnn

Figure 3.14: Information kiosks will answer questions but usuIIy only within a limited domain.
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Question Answering Services
Question answering from online communities (5.8.2).

YAHOOL ANSWERS B e

HOME ‘ BROWSE CATEGORIES || MY ACTIVITY H ABOUT ‘

e Answer o Discover
Share your knowledge, Help others and be The Best Answers chosen by the

an Expert Community

Browse Open Questions Browse Resolved Questions

Figure 3.15: Yahoo Answers supports cooperative question answering. Some quality control is provided by rating
of “the Answer”.

climate change Search R§ B Starta Project

Your search for climate change retumed 8427 results

152 detalled

» Job Function ation, Written Report, Pivate Vst Other Custom Project

Figure 3.16: Service for contacting an information specialist. This web site provides listings an index of consul-
tants and in this case a consultant is located who specializes in financial implications of climate change policy by
consideration of descriptive terms. (check permission)

Frequently Asked Questions (FAQs) compile questions which are asked so often by a given population
that it is easier to post an answer once so they can be browsed. Social question answering. Minimizing
the effect of spam with “the best answer”. Social search (10.11.1) may used friend’s profiles as context
to support searching.

Search Intermediaries and Reference Interviews

An effective reference interview may start with a clarification dialog. A first step in working with
an individual might be to find about what they are trying to accomplish and why. In short, this
is determining a person’s information needs (3.2.1). The intermediary may work with the patron to
determine what information will be of most use as well as exploring other parameters of the search
such as time and cost constraints. Because this involves the patron, this is also sometimes called
query negotiation. The intermediary may attempt to develop a model of the user’s state of knowledge
about the problem the user is investigating. In neutral questioning [*°! the intermediary comes to
understand the user’s questions from the user’s viewpoint may be termed question negotiation. Leading
questions can be avoided by using simple sentences with a minimal number of assumptions. Many of
an information intermediary’s activities are similar to tutoring; they may assess the client’s information
needs in much the same way a tutor assesses the current state of a student’s understanding (5.11.3).

Virtual Reference Services and Social Media Supported Search
Reference services can be delivered remotely. by telephone, email, or chat. We can call these virtual
reference services. The quality of the interaction (e.g., social presence) is affected by the richness of the
medium ], This can also be a step toward automated question answering (5.6.5) since text processing
techniques can be applied. Virtual reference desk interaction via email. When reference interaction
virtual and synchronous, the questioners can get information where and when they need it. Social
question answering (3.3.2). To the extent the interaction is computer-mediated, at least some of the
responses might be automated. Moving toward question answering systems (10.12.0) but interaction on
reference may require many different types of expertise. Social search in the sense of social media
facilitating search (10.11.1). Beyond question answering, a question referral system, as distinct from a
question answering system passes questions to experts. Workflow for reference answering system. Or,
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the question answering may be crowdsourced. Wiki-answers. Mobility and information where and
when its needed.

Reliable Sources and Reference Works
Identifying good information. Not only should the information be authoritative but It should be at
an appropriate level. For example, book recommendations for children should usually be at a simpler
reading level than for adults.

Effective reference services should use quality information for searches and refer the user to reliable
sources (5.12.2). There are some rules of thumb for that. Pages with citations are likely to be more
authoritative than those without. Indeed, the reference service should include showing the patron how
to answer similar questions for themselves.

These are standard compilations which are accepted to be autoritative. Dictionaries and definitions
(6.2.3). Atlas, Encyclopedia. Phamacopia. Standard reference works. Authoritative works, websites,
and databases. Reference collection (7.1.3). Also, in science reference data sets (9.6.0). Reference works
are based on the notion of authoritative resources. Who decides what is authoritative. What kinds
of authorities do we accept? (Fig. 3.17). Traditionally, well-regarded scholars were asked to prepare
encyclopedia articles. This approach has been challenged by Wikipedia in which articles are authored
and edited by community consensus. While Wikipedia has developed procedures to promote integrity
(10.3.2) they might be susceptible to a concerted attack.

From:
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Figure 3.17: Reference works, such as dictionaries and tables of scientific constants, provide standard and authori-
tative definitions. Typically, they are consulted about very specific questions.

3.3.3. Evaluating the Effectiveness of Retrieval

How do we measure the effectiveness of different search and question answering techniques? It seems
obvious that an information system should provide users with information that is relevant for tasks they
are trying to complete. The information or information system must be both relevant to the user’s needs
and readily accessible (5.11.3). While measuring relevance is most often associated with Search engines,
it can also apply to many types of information access such as following hypertext links. Although, the
success at answering complex questions is is harder to measure. System evaluation (7.10.2). Linking as
an indication of relevance.

Relevance

Even for basic techniques, the first problem is defining relevance itself. A classic definition of relevance
is that a document satisfies a person’s information needs. However, that tends to confuse the subject
of the document with whether it is actually useful for the reader. Here, we will focus on relevance as
topical relevance. In the simplest view, relevance is logically all-or-none. Either it completely satisfies
the user’s needs, or it is termed irrelevant. While this position is arguable, it is often adopted in text
retrieval research because it is necessary to make the calculations tractable (it is difficult to calculate
using degrees of relevance). Sometimes, this property is termed “pertinence”[*°!; that is, the document
content might be pertinent to an information need (3.2.1) but not relevant to a particular searcher who,
for instance, may already be familiar with the claims discussed.
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Relevance can be user-specific depending on the individual, or even on the task in which that individual
is engaged. There can be different levels of relevance, ranging from base-rate information to personalized
user and task relevance. While measures of relevance are often highly subjective, behavioral indicators
of relevance can be observed by an outsider. The amount of time spent viewing a document can be a
sign of relevance; this may be useful in personalizing relevance. Relevance from the user’s viewpoint in
terms of cognitive comprehension. Personalized and momentary relevance. Leading the individual to
understand the important dimensions to consider. Counter to the echo chamber. Multiple editors to
provide a variety of opinions. Filter bubble. Serendipity. Hypertexts. User engagement.

Precision and Recall for Relevance

When we retrieve documents from a collection, we would like to retrieve all relevant documents and
as few non-relevant ones as possible. The procedure used can then be evaluated based on how well
the return list matches an independent rating of relevant documents. The most common metrics for
measuring the quality of retrieval algorithms are “precision” and “recall”. As described by the formulas
below, precision tells us how relevant documents are in a list returned to a search query. While precision
refers to the number of relevant documents retrieved from one query out of the total number of relevant
documents in the collection.

number of relevant documents retrieved

I
—

et

-
S~—

Precision -
number of documents retrieved

number of relevant documents retrieved
Recall = : : (3.2)
number of relevant documents in the collection

Retrieval
Retrieved | Non-Retrieved || Total |
Relevant | Relevant 10 10 20
Not-Relevant 20 60 80
| Total I 30 | 70 [ 100 |

Relevance Judgment Factors, Perceived Credibility, and Perceived Relevance
When a person views a document or a document surrogate after a search, that person needs make a
decision about whether a document is relevant or not. After a search, a list of surrogates for potentially
relevant documents may be presented (10.7.3). Based on these, the user often makes a quick judgment
on whether to examine the given set of documents further. “Relevance judgment factors” are aspects
of a surrogate that the user employs to decide whether to select a resource. These may include the
quality of the author, and the length and apparent complexity of a document. Perceived credibility (43,

Because there are a variety of information sources that a person may select from, the searcher may
consider whether a given source is optimal or whether they should be switching to another source;
they may judge the effectiveness of an information source. It is difficult for users to know about the
relevance of documents; rather, they judge the service on impressions. Furthermore, it is difficult to
evaluate interactive retrieval because the results often depend heavily on the searcher and the task.

Utility of Information Resources
Topical relevance is only one factor that affects a user’s decision to access a document. A document
may match a topic in which the user is interested but still not meet a user’s information need. It may
be written in a foreign language or it may be very similar to a document that the user has already
examined. In these cases, we may say that it is relevant but not “useful”. Novelty, credibility, time all
affect utility. to retrieve, language, and cost. Measuring the value of information (8.13.3).

Relevance x Validity
Work

Utility = (3.3)
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Evaluating Interactive Retrieval

Because complex searches are generally conducted as part of a larger activity, it is important that
the search tools be helpful in completing that task. We should allow the user to interactively explore
the relevance judgment factors of the surrogate documents (3.3.3). Precision and recall simply measure
the performance of the search algorithm; for useful retrieval, we are interested in how effectively the
algorithm fits the task, and, ultimately, in the quality of work produced from the interface. Search
engine interfaces (10.7.3). These issues are also similar to the usability issue for other information systems
(7.10.2). Relevance judgment factors.

3.4. Decide

After information is collected it is often used for making decisions and those decisions are often acted
upon. Evidence-based decision making — using data to make decisions. There is a range of complexity
and difficulty in the complexity of decisions. Simple decisions versus complex decisions when the
outcomes are not known 7). Sometimes, accurate decisions can be made quickly by a person with
a great deal of experience. An expert is able to get rid of distracting information, experts become
less prone to act on a hunch when a slightly more sophisticated decision model would do better [,
However, human decisions are not always accurate, as we discussed earlier, there are many biases in
human information processing. Here, we focus on decision formalisms, but later we’ll consider other
approaches such as cognitive distortions in human decision making and group decision making.

Decision strategies vary widely. Human inference and decision making (4.1.1). In some cases decision
are made after extensive analysis (3.4.2)and in some cases they are made very informally. Managers are
sometimes told simply to make decisions based on their “gut”. This can be a challenge since the may
show biases in availability (4.3.4). It is also possible that formal models are being mis-applied.

3.4.1. Decision Strategies and Formalisms

While we make lots of decisions without thinking much about them, there are other decisions that we
evaluate systematically. Here, we consider some of the principles for decision making. Some decisions
can be made by rule following and exact measurements while others are just based on judgments of
plausibility. Multi-criterion decision making. Sensitivity analysis. We consider additional formalisms
for decision making. Sometimes, we don’t know what the critical features are. Feature analysis and
classifiers. These procedures need to be balanced by recognition of the costs and benefits. Direct and
indirect costs. Opportunity costs. Goals. Objectives, objective hierarchy, multiple objectives.

Decision Rules and Decision Trees

When a complex decision needs to be made rapidly, it may help to have a pre-calculated tree of choices
to guide a decision maker. Indeed, this minimizes the need to obtain and weigh complex information.
How should a busy doctor treat a patient for the possibility of a heart attack (Fig. 3.18). The simplest
decision trees have a Boolean OR of options; that is, every choice has one or the other alternative.
Furthermore, they are binary trees with exactly two (yes/no) choices at each level. Techniques for
clarifying possible decisions and laying out open possibilities, this method involves some of the downfalls
of categorization, as one is effectively trying to categorize decisions as “yes” or “no,” when they may
be neither or both. Later we will consider generalization of decision trees (-A.7.1). However, these are
not flexible when conditions change.

Danger of applying decision tree too routinely. Part of medical decision making ((sec:medicaldecision)).

Decisions Based on Comparing Preferences for Attributes
There are many ways that a decision can be decomposed. Integrating many dimensions. There are
many decisions that require us to weigh the attributes of several different choices. That is, making
a decision in which different options have different variables, pros and cons, associated with them.
There are many strategies for these types of decisions. One way of looking at them is through paired
comparisons — this method of decision analysis is a good way of measuring the relative importance of
different options (Fig. 3.19). In it, comparisons are made between options one at a time, to see which
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Minimum 24-hour systolic blood pressure > 93

Age > 62.5

yes Ao

Sinus TachyCardia present?
yes Ano

Figure 3.18: A decision tree for a hospital to use for determining a patient’s the chance of a heart attack!!6!,

one is most important. The most important out of all of them would be the option that “won” more
of these head-to-head battles. Another approach would give weights to each attribute and a numeric
score could be determined from that. (-A.9.4).

Type
| Dimension | Sedan Compact Sports Car Pickup Truck
Price Hi Low Hi Mid
Fun Low Low Hi Low
Durability Hi Mid Mid Hi
Safety Hi Low Low Mid
Seating Hi Low Low Mid
Other uses Mid Low Low Hi

Figure 3.19: Suppose you were deciding which type of vehicle to purchase; and have been rated on several
dimensions. What strategies might you adopt to narrow down the choices?

Formal choice theory and determining utility. Many of these factors depend on determining subjective
values and not easy to pin down, but there should be constraints among them. For instance, transitivity
should hold.

Decision Making with Pressure, Uncertainty, and Risk

Many decisions are made when there is little time pressure. Typically, this increases cognitive load
(4.3.3) and options are not able to be explored fully. Uncertainty and risk also affect decision making.
We can never have complete confidence that we have all the necessary information to make a decision.
Decision-making occurs in classification and recognition processes. Sometimes, decisions must be made
in a state of uncertainty. This may be due to confusing or inconsistent information (noise), or there
may be data that applies to more than one decision or possibility (overlap). Fig. 3.20 shows a decision
threshold applied to data that is not easily separated between true information (i.e., which is explained
by a model) and noise (-A.9.2). Indeed, there is in fact no way to separate them perfectly, so there will
always be some errors. “False alarms” come from saying there was a hit when, in fact, there wasn’t.
“Misses” come from saying there was no information when there actually was (Fig. 3.21).

Risk
Many decisions involve risk. Risk models.

Decisions with Strategy: Game Theory

Game theory is an approach to understanding and predicting the choices made by people when inter-
acting with other people for a given set of payoffs. Game theory is an idealization but it does highlight
some types of decision making. Simple economic decisions (8.7.0) reflect not only the individual’s prefer-
ences but also preferences of others. That is, when two people interact, their actions affect each other,
and the strategy producing the greatest benefit to one individual over time may not be beneficial to the
other individual(s). Hence, an individual’s optimal strategy may be either competitive or cooperative.
In a cooperative strategy, some form of negotiation is usually required (3.4.4).
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SienNA—

Figure 3.20: A decision may involve finding a signal in a noisy environment. Whether a noise you hear is really your
doorbell. A decision cut-point is shown between the two distributions. In the middle, the two distributions overlap
and it is not possible to tell the distributions apart. (to be rendered)

Actual Signal
Present | Absent
Yes Hit False Alarm
Observer’s (False Positive)
Judgment | No Miss Correct Rejection
(False Negative)

Figure 3.21: 2x2 table for decision making. An effective decision policy would minimize the hits and correct
rejections. The observations might not be accurate since they might be due to noise, as suggested by Fig. 3.20.
(check permission)

Game theory be useful for determining information security strategies. Game theory provides a model
for comparing payoffs of interactions between players. In this approach, “games” are modeled as
interactions in which each player has several options. The choices made in such games will often tend
toward an equilibrium. With a fixed number of players and game rules, these games tend to simplify
the factors inherent in decision analysis. In a zero-sum game, the net payoff is fixed. What one person
wins, the other person loses (Fig. 3.22). However, some other games can be “win-win” — both sides
come out better because of the deal (Fig. 3.23).

Player A
Al | A2
Player B | Bl 1,-1 1,-1
B2 3,-3|5,-5

Figure 3.22: In this game, whatever on player wins is exactly balanced what the other player loses. The payoffs to
the two players always have a net of zero. This is “zero-sum" game. (merge with next figure on to same line)

Player A
Al | A2
Player B | B1 || -1,-1 | -1,1
B2 | 1-1 | 5,5

Figure 3.23: In a win-win game, players can do better by coordinating with each other. In the example, Actions A2
and B2 give both players a better payoff than the other options.

Additional examples in game theory (-A.9.3).

QUOTE Collaborative multidisciplinary decision making using game theory and design capability in-
dices ENDQUOTE

3.4.2. Decision Interfaces and Analysis: Decision Support Systems (DSS)
Supporting reasoned decision making.
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While we have been considering the simple Look— > Decide— >Do model, for some tasks, there is a tight
loop interaction with a model which helps in evaluating the implications of various options prior to
making a complex decision. Tools for exploration and analysis prior to making a decision. Decision
aids.

Collecting information may still be an important aspect. Information analysis. Competitive intelligence.
Differing types of evidence for various judgments. Visualization tools (11.2.5).

Decision support systems (DSS) are complex task environments and tools that provide information
and analysis tools to support decision making. Ideally, the will reduce cognitive load and provide the
opportunity critical thinking. A manager could use a DSS to predict the prices to charge for widgets
her company is making. Such tools are called Management Information Systems (MIS) (7.3.2). Similar
workspaces are used for other applications such as scientific research (9.2.0). Intelligence analysis (7.11.1).
Visual analytics (9.6.5). A spreadsheet is a simple decision support tool.

Storing and interacting with partial work products.

Decision support systems allow users to collect and analyze information. Ideally, they world facilitate
effective decision models. The system might help to do this by analyzing the cost of similar products,
the cost of production and marketing, and the profit margin and growth the company hopes to achieve.
DSS systems may also provide a task environment (3.5.4). These environments provide tools (data
sorting, searching, representation, etc.) specifically designed for a particular task that allow a user to
make better decisions. Analyst’s interfaces. Supporting explanations (6.3.4) with a type of discourse
structure. Increasingly, such systems incorporate task-oriented digital libraries including text resources
such as news reports and qualitative data.

Task-specific desktops. Tool ecologies (4.11.2). DSS applications may also include geographic and re-
source constraints. Similar projects for agriculture, water use, and biological diversity. This could also
includes GIS and even sensors (Fig. 3.24).
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Figure 3.24: A decision support system which models the ecological dynamics of the Wadden Seal”. (check

permission)
These systems allow users to move beyond simple decision making to planning for complex activities.
Thus, they use strategic knowledge (7.3.6). Understanding significant concepts affecting the decision
can be based on concept analysis, or grouping objects (or ideas) by way of common properties. This,
concept analysis can be used to construct a decision support system from existing information. In a
complex organization such as a large business, for example, important data are often spread across
many databases.

DSSs are often used models to make forecasts. Statistical analysis applies probabilistic outcomes
to predict an outcome (and therefore recommend a decision) and logical analysis determines what
outcomes flow directly from the available information. DSSs often employ mathematical models such
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as regression and statistics (-A.10.1). Many of these problems can be avoided by basing forecasting on
high-quality data. A DSS is built around a model or simulation. Simulation and multi-scale simulation
(9.5.0). Basing inferences on functional relationships. Sensitivity analysis (9.5.4). Provenance of evidence
and decision support systems. Issue tracking.

There are problems in relying too much on the validity of such models (9.5.2).

Complex Decision Support (CDS)
Complex decision support (CDS) beyond basic DSS. For instance, a business might be concerned with
broad issues of competitive intelligence. Supporting critical thinking (5.12.0). Wicked problems. Some
complex decisions are really decisions about policy or long-term strategies. These systems may use
planning models (3.7.2).

3.4.3. Group Decision Support Systems (GDSS)

Group-generated solutions can sometimes be better than individual solutions; they utilize many minds
and a collective repository of experience instead of relying on the judgment of one person. Here we
discuss the techniques for refining the ideas a group generates. Argument and debate help to illuminate
issues. Argumentation systems (6.3.5). Group dynamics (5.6.0). Groupwork systems and CSCW. We
should distinguish between participatory systems and group systems. Later, these will be extended to
the consideration of social decision marking (8.4.3). Distributed cognition (5.6.1).

Supporting Collaborative Brainstorming
Stages of problem solving. Given a specific project or decision, many groups start by generating ideas
— brainstorming. The typical brain-storming activity begins with a free expression of lots of ideas. The
main objective is quantity, not quality. While crucial at later stages, criticism is a distinct disadvantage
when applied too early in the idea generation process. Indeed, anonymity can often be an advantage in
allowing people to express their opinions freely. These ideas can then be clustered into categories for
further discussion with an affinity diagram.

Collaborative workspaces. Awareness of common goals. Collaborative discussion, analysis, and argu-
mentation systems. Wikis (10.3.2) for discussions in a community of practice. Ad hoc roles for members
of discussions in collaborative teams. Task groups.

Group Analysis of Complex Problems
One aspect of collaborative work. Many groups are organized with individuals representing different
constituencies or expertise. Another strategy for collecting information relevant a topic is to system-
atically collect opinions from a variety of experts and stakeholders. Levels of expertise. Experts in a
variety of areas should be included. This might include, for instance, specialists on content, on task
requirements, and system development.

Figure 3.25: A whiteboard interface that allows users to share comments about displayed objects. In this case, it is
used by virtual math teams(®l.
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The selection of the group members can be randomized, or determined based on domain knowledge.
This is a highly structured method of group decision generation. In this format, it is necessary to
structure the questions and responses in a way that provides a usable set of data. The primary method
of accomplishing this is by providing a systematic analysis of the practical or possible alternatives to a
given situation, thereby forcing the assembled group of experts to vote for only one of a predetermined
list of answers. One example is the Joint Application Development (JAD) procedure which is a group
design and decision-making technique for systems analysis and creation which we will discuss later
(7.9.1).

One example is the Delphi method for generating predictions about complex issues (Fig. 3.26). The
Delphi method attempts to avoid the major drawback and structure the group interaction by creating a
continuous feedback loop of questions, or series of surveys. This method posits that the appropriate list
of questions or alternatives will eventually be negotiated and a consensus reached through the feedback
cycle. Delphi has many applications, including public policy. The entire process is also considerably
enhanced by the power of computers to facilitate the technique The main difficulty is selecting an
appropriate (or accurate) list of alternatives. [?, ?]. The multiple experts not only bring multiple
perspectives but they also bring a range of professional values. However, Delphi works best for highly
focused tasks. Indeed, it remains unclear that even so-called experts can effectively disentangle complex
situations.

Start with a complex question

Select a panel of experts <«— Develop a questionnaire B a—

/

Get responses from the panel about the question

Summarize responses and refine the question =@~ ————

End

Figure 3.26: Schematic of the Delphi method for analyzing alternative paths in complex problems.

3.4.4. Negotiation and Mediation

A negotiation is a dialog which tries to achieve a compromise across several dimensions which may
be viewed as the best alternative for each of the parties. In many cases, the value of attributes is
different for the two sides so the compromise means finding combinations of attributes that work for
both. Fig. 3.27 shows the path of a hypothetical negotiation to find an equilibrium that is acceptable
to both sides.

Game theory (3.4.1) usually assumes no interaction between the parties, but of course, some conflicts
between people can be resolved by the sides working together to find a compromise which best fits the
needs of each side. Negotiation involves many factors. Negotiation analysis to support negotiation.
Compromise is needed to satisfy constraints from many sides of an issue.

Negotiation is a process of reaching decisions between two people or groups. Making decisions is an
important part of a negotiation. Earlier negotiation was described as a social process (3.4.4). Here we
consider the individual decisions that have to be made during formal negotiations. Because the process
of formal negotiation is complex, a “negotiation support system” could be developed(*?. A system such
as this would help negotiators understand the full implications of their own positions and what they
have to bargain with, as well as the same factors on the other side of the table.

It’s generally useful for a negotiator to have a strategy. Reservation price is the lowest price for which
a negotiator can part with a product or service. With regard to products, the reservation price may
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Figure 3.27: Negotiation can be thought of as finding the compromise between the two sides (A and B). In this
example, five sets of tradeoffs between those factors are examined. Through negotiation two equalize values of
the outcomes The lines indicate reservation values — minimum acceptable values for negotiation. A reasonable
solution for both parties falls on the diagonal, as far out as possible.

be tied directly to production costs, for example. Another is to adopt an Alternative to a Negotiated
Agreement (BATNA), it is the course of action a negotiator would take if negotiation were to fail.
These elements form the bedrock of deal making; they are the limits past which no concessions will be
granted by the parties in question. In a negotiation with a car salesman, the buyer’s BATNA might
be the price that the car dealership across the street is offering for the same car — all things being
equal, it does not make sense for the buyer to agree to pay a price that is higher than that which they
can get elsewhere. If the car salesman knows this then they should be willing to go below the other
dealership’s price (only to the point of their own reservation price, however) to make the sale. However,
all things are not always equal. Deadlocks between negotiating positions can sometimes be broken by
adding new dimensions to the negotiation. In the example above, it might be wise for the buyer to
accept a higher sticker price if the salesman was able to offer a lower financing percentage.

These strategies are elements of “distributive bargaining”, that is a negotiation in which the participants
are attempting to secure for themselves as much of a limited commodity as is possible. This form
of bargaining can be contrasted with “integrative bargaining,” in which participants work to reach
agreements that prove to be mutually beneficial. Often this means actively seeking potential areas
of collaboration outside of the initially conceived domain of negotiation. Integrative bargaining can
provide a common resource for all sides of a negotiation.

There may not be an orderly framework for a negotiation. Conflict resolution combines finding an
acceptable equilibrium for each side and a process for reaching it. Saving face. Build down. There
is a continuum — from conflict to conciliation. Mediation and collaborative mediation can facilitate
reaching a decision. Practical steps in getting people to view and accept the alternatives in a different
way. Handling conflict in distributed teams and with different communication modalities.

3.5. Do: Tasks

The “Do” part of the look-decide-do look applies more generally to all tasks.

Simple action. Commitment or complex actions. Coordination and management. Information is
embedded in procedures which may not be able to be articulated. Commitment to action.

Activities, tasks, scheduling, coordination. Project management. Coordinating related types of activi-
ties.

3.5.1. Procedures and Processes
Linearize formal specification of workflow (3.10.2). Moreover, recipes need to be comprehensible. Recipes
(Fig. 1.5). Fig. 6.50 emphasizes the context of actions.

Work as practical action. Related to bricolage and planning. Work is composed of activities. Work
practice. How tasks and information are passed between people. Articulation. Practical action versus
office procedures. Situatedness of work.
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Figure 3.28: Activity theory.

3.5.2. Allocating Organizational Resources

Once a decision is reached, whether by an individual or an organization, it needs to be implemented.
Job specification and switching Management (8.11.0). Gap analysis between what is needed and what
is doable. As we shall see later, approaches to planning can be formally specified for some tasks (3.7.2).
The key in deciding when more work is needed and when to stop. Then, once a decision is reached,
it needs to be implemented. Some tasks are complex and are not well modeled by a hierarchy. A
decision about a type of medical treatment may involve many details and may have many implications
in following through.

Employees. Job analysis. Division of labor. Job description and what’s needed to satisfactorily
complete a job: Knowledge, Skills, Attributes. Mytical man-month.

Changing skill requirements.

We have used the Look— Decide— Do model to describe the process by which we accomplish an action.
As we described earlier, this is an approximate strategy. Each phase of the overall model may include
several repetitions of the entire cycle. Particularly within the Look phase, the Look— Decide— Do model
may need to be applied to a sub-task. In this sense, the Look phase is not as much a content-directed
plan as it is a strategy for finding answers. The step-wise model often works well for simple tasks, but
information seeking can be significantly more tangled when performed for complex tasks (Fig. 3.29).
Furthermore, the tasks have to be mapped to the abilities and available time for individual workers.
Work breakdown structures. Coordination (3.5.3). Articulation work (5.6.2).

Task: Taski
Look1 Look1
Plany Plany
Do, Do
SubTask;.1 SubTasky.1
Lookl1.1 SubT ask:.2
Decidel.1 Look1.1
Dol.1 Look1.2
SubT aski.2 Dol.1
Look1.2 Decidel.1
Decidel.2 Decidel.2
Dol.2 Dol.2

Figure 3.29: For the Look > Decide > Do sequences, like other tasks, the collection and use of information
many be formalized as a hierarchy (left). However when executed (right), information tasks will probably not follow
a simple hierarchical structure.

The implementation of decisions, especially those requiring coordination among several components,
requires management (8.11.3). The overall process is intricately tied to each individual phase, and any
changes to an individual part will create a ripple-effect of changes to the subsequent parts.

Within an organization, management and the way that decisions are implemented can affect this type of
unformed, changing process. A system that encourages improvisation as well as imposing constraints —
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scheduling activities to minimize context switching, for example — lends itself to this type of situation.
A philosophy of “get started and then see where we are” may adapt to changing needs and goals better
than one that advocates plowing through a detailed plan only to find that the plan doesn’t connect
all exceptions. A final step is the assignment of individuals to complete specific jobs. Individuals may
have skills which have to considered in the job assignments.

3.5.3. Coordinating People (or Autonomous Agents)

When people or other agents work together, they need to coordinate. Formal description and social
aspects. The social aspects may range from politeness to leadership. Two approaches: formal models
and social coordination. Coordination and dependencies. Coordination as part of goal-seeking. Agents
completing tasks in multiagent systyems. Agent communication (6.5.3).

Formal Description of Coordination
Top-Down Coordination. For complex activities there are dependencies among resources and other
agents and coordination is needed to make them flow smoothly. Coordination is a function of common
goals, shared knowledge and individual interaction. For instance, when two or more people interact
they must coordinate the mechanics of the interaction; yielding the floor to let other people participate
in a discussion (6.4.2) is one example. Workflow (3.10.2).

Articulation.

Systems, formal and informal, exist for the mediation of interaction. Some of these interaction conven-
tions may be task-dependent dynamics, such as those having to do with assigned roles and consensus-
building, while others are more general and are often tacit social systems. While group coordination
is often facilitated by social bonding and emotional content, it is interesting that the coordination of
computerized agents or services may also follow principles similar to those seen in the coordination
of individuals in groups. In so doing, the agents and services are attempting to simulate an organic
processing model that more closely mirrors the natural world. Coordination (Fig. 3.30). Dependen-
cies. Flow: pre-requisite, “accessibility, and usability. Sub-types of flow dependency: prerequisite,
accessibility, usability. Synchronization. Application in business process engineering (8.11.2).

Effects of changing coordination and success in accomplishing processes in a complex system.

Synchronization. Parallel routing example. Deadlock.

— P
O O3 O

Figure 3.30: Three basic coordination structures (Fit, Flow, and Share) between activities (rectangles) and resources
(circles) (adapted from[38)).

A group, whether a group of human beings or a group of computer agents, can be seen as cooperating
agents. Coordination can managed by controlling flows between the agents.

Coordination in Groups and Teams
Coordination and collaboration. Dependencies. Managing shared resources, managing produce con-
sumer constraints, managing simultaneity, managing the task-subtask relationship®®l. Coordination in
team games (5.8.2).

Coordination is a necessary element of any effective group interaction. Coordination involving people
can be much more subtle. Coordination in social interaction via norms. Workflow as coordination.
Task assignment. Parallel computing.

Coordination of people also requires shared goals.
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Parallel processing. Management (8.11.0).

The amount of work that gets done is reduced by the amount of effort required to coordinate among
the participants. These tradeoffs also apply to the coordination of several computers working to solve
a problem. Some tasks, such as multiplication, are easily modularized and can be distributed across
different processors. Other tasks, such as generating statistical models, need to be focused on one
processor. The degree of coordination between processors often depends on how the problem is divided
between them. Maximizing the computing power of the available resources requires careful design
considerations — these will include the task to be accomplished, the computing that the task requires,
and how the work requirements are distributed throughout the system. With no coordination cost,
additional processors have a linear effect on the amount of computing (Fig. ??) that is able to be
accomplished. When there are substantial coordination costs between processors, less work is able to
be done. The dynamics of coordination costs and processing power in computer systems are remarkably
similar to the model for the same factors within human groups. When a group of people work together
on a project, progress on any one task may be slowed to enable interaction the members. In more
complex settings, coordination may also involve compromise, contracts, trust (5.2.3), and negotiation
(3.4.4), which further slows the progress. Coordination mechanisms are needed.  Agent coordination
language (6.5.3).

No coordination costs
Increasing
Woack

D High coordination costs
one

—_—

Increasing Number of Processors

Figure 3.31: Coordination costs affect the amount of work that gets done by a group of processing units — whether
people or computers.

3.5.4. Task Environments

Work is conflation of person, task, and tools. The simple Look-Decide-Do model is too simple for many
tasks. There is a co-evolution of the information possessed and the understanding of the task to be
completed. Ecologies are often related to task environments. Much of this is interface design (4.8.0) but
it goes beyond a narrow view of the interface and considers broader task framework and organizational
needs.

Information Behaviors for Specific Tasks, Situations, and Professions
Would like to match information services provided to the users of secondary information resources such
as catalogs (2.4.3) and assistance such as references services (3.3.2). Information interaction in the family.

Just as we focused on information behavior as an important aspect case of information we can focus on
usability characteristcs for information search behavior. For instance, in a crisis, people show distinct
patters of information seeking (8.6.4).

Intentionally shielding information from others. Information poverty !

Communities of practice (??7). Hobbyist information. Health information (9.9.0) such as the use of
electronic health records. Information behavior of scientists (9.2.0).

How people interact with email items and collections. personal information management (4.11.0).

Information Environments, Learning Environments, and Work Environments
An information workspace is an area whose purpose is primarily the acquisition of information. A
library, may also be considered an information workspace. which offers a range of information resources
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are determined by the collection selection policy. Bring the information to where people need it when
they need it. Moreover, as with libraries, the content needs to be updated and managed (7.2.2). They
may include libraries, archives of email, and collaborative work environments and they can be thought of
as ecologies of information resources. The quality of information can be evaluated with an information
audit. The role of libraries in information environments is changing. Learning environments (5.11.7).
Information genres filling the niches. Information poverty.

Universities (8.13.2).

Work Environments  Workspaces should be designed to support the user’s tasks. In some cases, this
means just the tools that are needed to do a specific task. In other cases, a flexible and wide-ranging
set of tools is needed. Typically, these are highly interactive services which are not easily decomposed.

Notes & Analysis
Artifact

Information

Resources Waorker

Figure 3.32: The transactional model of information and review is typical of complex tasks such as problem solving,
planning, and design.

The task analysis can help in selecting and coordinating tools. Considering tasks in a broader context
such as the overall goals of an organization. A particularly clear example of the way which the look >
decide > do model is simplistic is that it does not describe the procedures for critical thinking (5.12.0).
We consider the challenges in developing a scholar’s workstation 23,

Desktops and Beyond There are several familiar genres of information workspaces and they are
suitable for different tasks. The desktop has many files and documents. Portals are the entry points to
Web-based resources. Metaphor based design potentially enhances learnability.

Many other models. Beyond the desktop[**! Types of tasks. Immersive environments. CVEs. Mobile
environments. Loose sense of place for information as suggested by the desktop metaphor.

A work environment provides sets of resources readily available for the task at hand. The “desktop” is
the dominant work environment for personal computing. It is a type of hypermedia application (11.1.5);
it has sets of flexible tools and resources available in an environment. Desktops are also sometimes
described as control panels and dashboards. Directories and folders are often used to organize personal
information and software resources are often kept in folders. Who does the design and what is their
understanding of the task.

The tools may include document management systems or more broadly, general information ecologies
which are sets of inter-related information resources. The social and organizational structures such
inter-related information resources can support. The workspace includes other technologies and other
people.

Figure 3.33: Controls for the workspace on a PDA.

Increasingly, multiple environmental devices for interaction. Ideally, seamless interaction.

Time-critical task environments Some tasks are time critical and have high demands on attention. These
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include aircraft cockpits and medical emergency rooms. These environments need to support decision
making when cognition is resource limited. That is when there’s just not enough human computational
resources to reach a valid answer in the time available. Design includes layout for displays. Delivering
the right information just when it is needed. Limited task awareness. Monitoring work activities. Even
more effective would be an interface which was responsive to attention. Multi-tasking and cognitive
resource allocation.

Tools, Tools Design, and Tool Ecologies
Some routine tasks can be completed with only one tool but most non-routine and complex tasks require
a set of tools. Any set of tools need to coordinate effectively. An alternative approach is to redesign
the tasks. (3.8.3, 8.11.2). Creating tools that facilitate interactions. Completeness and ease of use.

Tradeoff of the what the tools can accomplish and what the user will do. Sets of tools should interoperate
and these should be continuity/consistency of the interaction (3.8.3). Balance between tools and tasks
are flexible and tools that are well coordinated to complete specific tasks. Some environments require
users to define subsets of tools. Other task environments apply some algorithms for determining the
optimal subset of tools.

Relationship to HCI ((sec:HCI)). One effective technique drops the tools from the active toolbar but still
allows the user to get to them. Some toolsets may be tailored to very specific tasks while others may
be tailored for very specific tasks. Flexible environments versus tailored environments. An example
of this is a biological-story-telling environment (9.2.3). Everyday users often work on several tasks at
one time, so a desktop may require maintaining several threads at the same time. Visions of future
computing environments'¥. Contrast with the notion of disruptive technologies.

Coordinating Complex Information Activities and Streams  Prioritizing information access for users.

3.6. Entertainment, Engagement, and Experience

Entertainment shares many aspects of information including being stored by information systems.
Given our broad definition of information, we argue that some information simply instills emotion.
While entertainment often emphasizes emotional reactions, quite a bit of entertainment is also infor-
mative. We can learn about how people act under pressure from movies and novels. Some information
seeking, such as reading the newspaper, can be entertainment and playing some games can be educa-
tional. On one hand, it seems like some entertainment is about mood optimization. A horror movie
seems to provide an emotional jag rather than reducing uncertainty about the future. In any event,
the technologies for managing entertainment and for information overlap so much that we consider
them together here. On the other hand, it is useful to separate affect from information. Narrative.
Entertainment behavior. Emotional content needs to be reconciled with information. Emotional may
changes the representation but often in a transient way. Entertainment is also often a social process.
Engagement. Casual games.

3.6.1. Trans-media
Cross-platform. Common backstory.

3.6.2. Affective Needs

Affective needs. Affective relevance.
How and when people seek entertainment (4.6.2).

Leisure information behavior. Entertainment does not attempt to develop abstractions. Finding all
the information available on a topic. Information behavior affected by mobile devices. Information
behavior is affected by the users’ emotional state.

Interactive Mood Control
Mood management (4.6.2). Not just affect control but allowing mood control from external agents
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8]

Figure 3.34: Left: The Fox and the Grapes from Aesop’s Fables

Right: the Hip-Hop artist Public Enemy.
Entertainment can also provide information. (check permission)

Figure 3.35: Cyber-drama.

(11.11.1).

3.6.3. Social dimensions of entertainment
Social exchange. Sociability.

Using Technology for Social Activity Management
Waiting for a table to be called at a restaurant. Scheduling leisure time activities as in an amusement
park.

3.7. Problem Solving and Planning

Problem solving, planning, and design are related to decision making. They all involve working toward
a goal. All complex tasks involve complex analysis and decision making. The issues are interwoven
but have different emphases. As we noted above, several models for interaction of information and
decision making. We often find several kinds of information resources being used for this type of task.
Complex tasks are those which involve the completion of many sub-tasks. They are often described as
requiring problem solving, planning, or design. These task types differ primarily by their relationship
to predetermined goals; that is, what activities are necessary to complete the goals.

3.7.1. Problem Solving

Basic problem solving finds a way to getting around an obstacle to reaching a goal. Problem solving can
be considered a task that often consists of a series of tasks. Problem solving with minimal information
collection. It requires a task environment to determine the history, constraints, and intricacies of the
problem. Problem solving can include analysis of complex tasks and simple tasks, negotiation, and even
group interaction with group decision support systems. The abilities of people engaged in everyday
problem solving such as automobile mechanics. Diagnosis (4.4.5).

Problem Analysis
People encounter many obstacles to completing tasks and they need to develop strategies for getting
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around them. Sometimes, a systematic procedure for dealing with an obstacle can be applied to reach a
solution. People who engage in these activities must represent the problem, its intricacies, and the range
of task solutions to that problem. Often there are constraints such as deadlines or lack of information
which complicate these strategies and eliminate possible solutions to the problem as options. The
recording of such solutions can lead to a more efficient overall operation if the obstacles are likely to be
encountered again. Other times, there is no easy solution and tradeoffs between the real and the ideal
solution may be required.

Ignoring irrelevant details. Framing the problem. The range of options to explore, or the total number of
possible actions given the desired end-state. Some problems are able to be decomposed into finer steps.
Each of those steps can be solved. The original constraints on the processes is known as the problem
space and the result is the solution space. (Fig. 3.36). Identifying and naming the major components
are the first step. Problem solving as search in a problem space In this view, the fundamental task is
conceptualizing and reconceptualizing the problem space.

Problem Solution

Space Space

Figure 3.36: Problem solving tries to find a path from the definition of the problem, the problem space, to the range
of possible answers, the solution space.

Collection of information to assist in problem solving (3.2.0). Tool kits for completing the problem
solving. Objects, XML, and Java. Eifel.

Algorithms: Procedures for Solving Problems
Some problems can be solved directly by applying a known procedure. To give a simple example, there
is a well-known procedure for subtracting a smaller multiple-digit number form a larger one. Given a
problem of that nature, one simply applies the procedure to the specifics of the situation and calculates
an answer Fig. 3.37 shows an activity diagram for subtraction. In such cases, problem solving consists
of simply finding an appropriate set of rules. Algorithms are abstract procedures which act on data
held in data structures.

First Column — Bottom smaller %nything Can’t. subtract without
than top to borrow? negative numbers.

Figure 3.37: An activity diagram illustrating borrowing which is a simple algorithm to do subtraction.

Some slightly more complex problems are composed of several parts but each of those parts can be
solved by the application of an algorithm. problems can be solved simply by decomposing them into
simpler problems for which a known Algorithmic thinking and computer programming can be helpful for
structuring some types of problem solving. In this view, structuring the problem is the main challenge.

Not all problems can be directly solved by algorithms but some of them can be decomposed and then
algorithms applied to pieces. The easiest way to decompose a problem is into a hierarchy. For more
complex problems, other strategies can be applied. Some simple strategies include: identifying key
elements of the problem; utilizing available expert advice and technology; considering a problem’s
similarity to other, already solved problems (applying a known procedure); this can be done by solving
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one element of a problem at a time; and, perhaps, by re-conceptualizing the problem.

Problem Solving and Learning. Pattern recognition - matching to outcomes. SOAR. Chunking. Learn-
ing by applying algorithms. Tutoring systems (5.11.3) are relatively effective in support of these types
of activities.

Tractability and Efficiency of Computations
Algorithms are often specified using programming languages (-A.5.0). Information-limited versus computational-
resource limited problems. Algorithms (3.7.1, -A.5.0) versus brute force solutions. The efficiency of an
algorithm can make the difference between a problem being tractable or not. Getting the answer fast.
programming languages. Some important problem are essentially not solvable without the application
of specific algorithms. (Fig -A.47). Computational efficiency (3.7.1). Algorithmic complexity measures
(-A.5.3).

Figure 3.38: The 8-queens problem demonstrates the value of algorithms to solve problems that are very difficult
to solver by trial-and-error. The queens need to be lined up so that no two are on the same vertical, horizontal or
diagonal row.

Strategies for Increasingly Complex Problems
Strategies for search complex problem spaces to find an answer (Fig. 3.39). Pick solutions which reduce
the hypotehsis space. This is typical of diagnosis ((sec:disgnosis)). The most effective strategy depends
on the situation; likely, every problem and strategy will face real world issues and constraints. The
problem solver must explore the options within a problem space and determine the possible strategy.

Example of means-end analysis. Find the difference between the current state and the target state.
Pick and implement a method which reduces the difference.

| Strategy | Description |
Means-ends analysis (Goal-seek analysis) | Work backward from goals.
Generate-and-test Propose solutions, try them, and then evaluate the outcomes.
Analysis-by-synthesis Assemble the solution from an understanding of the components re-

quired to complete a task.

Figure 3.39: Some approaches for complex problem solving.

Figure 3.40: A person starting at S and trying to find a target (F) in a maze with a simple tree-like structure might
apply a simple rule of always taking the left branch until reaching a dead-end. The person would then “backtrack” to
the nearest choice point and try following that with a left-hand rule.
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Blackboard systems. Selectively filtering the most promising alternatives.
Group problem solving. Problem Structuring Methods (PSM).

Given all of the emphasis on tasks, we can ask about creativity. But, that it is a very different type of
“task”.

Reasoning by analogy (4.3.4).

Especially Complex and Wicked Problems

Some problems are so difficult, there’s not clear model for solving them and they can’t be easily
decomposed into simpler units. The solutions are often characterized as the lesser of two evils. These
are called “wicked” problems!*4. They generally require understanding complex interactions among
several interlocking problems. The issues surrounding global warming or ending terrorism are so tangled
that there is no ideal solution. In any event, analysis of these tasks requires critical thinking (5.12.0).
They may benefit from systematic analysis such as from issue-based analysis (6.3.5). These are often the
result of complex systems. “Systems thinking” looks at the relationship among aspects of the problem.
System dynamics (-A.10.2).

Scenario visualization.

Expertise
What is an expert? Expertise is highly situational. Expert systems (-A.7.3). Can affect features selection
in problem analysis. Finding expertise. Expertise in chess. Experts tend to spend more time in problem
analysis and develop a richer problem representation.

3.7.2. Planning

Planning develop strategies for the future action. It includes long-range planning such as for retirement
or planning very immediate tasks such as baking cookies. Planning and language generation. Planning
is often used for project management (8.11.3). Developing procedures for unstructured tasks. Difficulty
of strategic planning[*’!. Representations of plans. Some plans are fixed or deterministic while others
are semi-structured or even just a rough sketch. Enterprise resource planning. Planning and language.
Constituent planning.

Planning system applications. Conversational agents. Coordinated activity and shared plans. Plan-
ning a complex system such as a complex engineering project. This feeds logistics (8.12.1) and project
management.

Simple Plans
Once again, hierarchies are helpful. In simple planning, actions are decomposed into a hierarchy of
goals and sub-goals (3.5.2). These hierarchies can be useful for analyzing problems and constructing an
organized method for dealing with them. That may be implemented by a goal hierarchy (Fig. 3.41).

Goal 1
Subgoal 1.1
sub-Subgoal 1.1.1
sub-sub-Subgoal 1.1.1.1
sub-Subgoal 1.1.2
sub-sub-Subgoal 1.1.2.2
Subgoal 1.2
sub-Subgoal 1.2.1
sub-Subgoal 1.2.2

Figure 3.41: A goal hierarchy.

Complex, and Dynamic Plans
Planning is more complex when the activities can be easily organized into a hierarchy, when there
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is uncertainty in some element, or when there are differential costs. One strategy for dealing with
uncertainty is to analyze its source. By concentrating first on areas of uncertainty, a planner can
attempt to either eliminate the uncertainty, or to devise a plan in which the uncertainty does not
factor. Another strategy for planning around uncertainty is to allow for a range of outcomes plan for
each accordingly. To make plans, an agent needs some estimate of the costs and benefits of the options.
Scenario development is often the first step in planning.

Dynamic planning schematic (Fig. 3.42).

Initial State l l Objectives

Execution

Status Observations

External
Events

Description

of Environment

Controller

Planner
System

Figure 3.42: Schematic of a dynamic planning system. (check permission)

Trajectories through space and social situations.

Situated planning.

Task scheduling is planning the sequence in which tasks are completed. This is a part of project
management (8.11.3) and supply-chain management. The outcome of planning may be uncertain, so
the results must be monitored with the possibility in mind of revising the process. In these cases,
planning involves estimating probabilities. Plans may have to evolve to meet unexpected conditions,
so flexibility must be built into the planning process. In still other cases, “contingency plans” may
have to be adopted when the original plan falters. In general, formal (AI) planning models do not take
context into effect.

Process support systems.

Planning a searching as a state space. Plan graphs. Schedules are often optimized with constraint sat-
isfaction (3.7.2). Examples of hard and soft constraints. Constraint processing. Constraint satisfaction.
From constraints to optimization. Cost optimization. Over-constrained problems.

Contingency planning.

Heuristics and constraint processing. Heuristics for knowledge discovery (9.2.2).
Planning complex coordinated situations.

Partial order planning.

Generative Planning
Planning and agents (7.7.8). Planning of natural language. Planning and design. Planning and drama

management.

Adversarial situations (7.11.0). Game theory (3.4.1). Mission modeling in adversarial situations (Fig. 3.43).

Plan Recognition
When watch another person, we try to understand their goals and how they are trying to accomplish
those goals. When driving and we see somebody ide the side of the road, we may anticipate from their
location and their manner that they are planning to cross the street, and we may slow down accordingly.
This is related to attribution (5.5.2) which is the social psychological approach to determine how people
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Figure 3.43: Adversarial planning is essential in chess. (check permission). (VAST).

assign responsibility. Other techniques include probabilities'” and Bayesian models (-A.8.2) for plans in
uncertainty environments. Difficulty of detecting reception. BDI (6.5.3).

While plan recognition attempts to categorize activities as indicators on plans, when there is sufficient
data available it is possible to use brute force statistics without inferring a plan.

Repairing Broken Plans
Some plans will fail. Apollo 13 was going to the moon. Every detail of the trip had been planned. But,
half way to the moon, an oxygen tank blew up and the crew had to improvise simply to survive 37,
This is an example of the need for adaptive plans, plans for unstructured tasks, and repairing broken
plans. Exception handling. This requires improvisation, use of the tools at hand, or “bricolage” [??.
Replanning.

Despite detailed planning, events may not follow the plan; that is, the plan may be “broken”. The
weather may be uncooperative and slow construction, a critical piece of equipment may not be received,
or a key employee may be indisposed. There should be a fall-back position. Procedures need to be
adapted to specific situations.

Figure 3.44: “Houston, We've Had a Problem”. After the Apollo 13 accident, the oxygen supply for the crew was
endangered. A canister was improvised to filter the air.

3.8. Design

3.8.1. What is Design?

Designing creates a new object or process in a way that satisfies goals. A design is a created form that
is imposed on something. Ideally, a design provides an elegant solution to a difficult problems. Design
can apply to simple objects such as teapots or to complex systems. We may design a bridge, a circuit,
or a curriculum. Handling complexity. From design to implementation. We may design an object (e.g.,
a bridge or a Web page), an information system, or a process (e.g., a curriculum).

Design as a process or design as an outcome. Object design, process design, interaction design, socio-
technical design. Designing can be recursive in nature. Creating a complex product may require both
the design of the product as well as the design of the process by which the product will be designed.
Further, the plan for the design of the process by which the product will be designed can itself be
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said to be designed. An individual creates, or authors, the manner in which viewers/readers/learners
will perceive and interact with the content. This is not true of all design, however. Other design
tasks involve multiple people who may be part of a complex organization or even several organizations.
Trans-disciplinary design. Moreover, design of social systems or other type of adaptive system is co-
evolutionary. Design space. Searching the design space to find an optimal solution. Critic to the
design process. Design activities may include: Designing objects, designing systems, and designing
environments. Complexity of designing information systems will be described later (7.9.0). Information
architecture (1.1.3) as design. Design of complex systems with requirements (7.9.1). Systematic design
versus the reflective practitioner. Design by a cyclic process of refinement, composition, abstraction,
factorization.

Figure 3.45: Ideally, a design would be both functional and aesthetically pleasing as in this teapot. Design also
needs to consider costs and cultural factors. (check permission)

Emotional design. Design of affective objects. Design of game characters who show emotion.

There are specific design domains and the techniques and strategies particular to them, as well as the
science of design in general. Architecture, ships, software, organizations. In particular we will consider
the design of information systems in (7.9.0). The implementation of the design requires planning and
project management. It can be difficult to apply system analysis. in human systems because human
activities are highly flexible. Indeed, it can be counter-productive to over-constrain human activities.

Consistent processes and workflows can improve efficiency and sometimes even safety for complex orga-
nizational activities. In a factory work can be scheduled and coordinated through process engineering
so the output of a factory is maximized. Moreover, consider the standardized of processes for air travel
which allows safe travel for millions of passengers.

Design is a shaping of the world as we would like it to become.

3.8.2. Architectures
Information architecture. Computer system architectures. Building architectures.

3.8.3. Design Strategies

Design often involves complex tradeoffs involving many subsystems. Design is similar to problem solving
but is more focused on developing elegant and efficient processes. Several strategies have been proposed
for design. We might attempt to decompose a design process into parts. The “design space” is the
range of options available to a designer. It is analogous to the concept of “problem space” (3.7.1). Any
design in the design space is a feasible solution, although probably some are easier and cheaper than
others. Later, we will discuss requirements (7.9.1) which provide constraints that specify the design
space. In some cases a template is applied repeatedly in situations which vary only slightly from case
to case. In other cases, a design may not be explicit but rather can be a set of rules or policies.

Generating alternatives. Evaluating them

Handling System Complexity
Information systems need to perform a wide range of functions so they are very complex. handling
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that complexity is a major consideration. There are several ways to handle this complexity. Several
techniques have been identified, including layering, modularity, and indirection (Fig. 3.46). Information
systems and services are built on many layers.

Hierarchy and decomposition. Modular systems are easier to develop and maintain because functions
are clearly separated; they are fault-tolerant because copies can be replicated across machines. Indeed,
relatively stable information processing can be built from faulty components. As an analogy, although
human neurons are not precise conceptual units, when working together, they can produce complex
information processing.

| Technique | Description |

Abstraction | Removing all context from a concept so that only the essence is retained.

Indirection There should be only one version of a program and applications should point it rather
than developing their own version.

Layering Separate the functions so that they are updated separately from each other.

Modularity | Modular services can be based on separate computers in different locations.

Figure 3.46: Some techniques for handling complexity in natural systems and computer systems.

Design Tradeoffs
The process of explicit design often requires tradeoffs and coordination of several activities. These
may be spread out over several groups or teams, to the gathering of information or technical statistics.
Managing communication among design teams. Software teams (7.9.3).

Design of especially complex systems and devices often involves formal requirements specification (7.9.1).
Use-cases and scenarios serve to give examples of actual and possible uses of a design-object. This
involves knowing about that characteristic activities of users. The process of design can include many
sub-activities and strategies such as successive refinement.

Constraints and Requirements

l

-~ . -~ .
Background — Design — Design
Information Processes Specification

Figure 3.47: There is a tight interaction between the information use and the task activities.

Pattern Languages
This is illustrated in Fig. 3.49 which shows how rules can result in the varied but consistent layout of
English villages and in Chinese Feng Shui. Design patterns.

Some consumer devices show high design and implementation standards. These techniques are often
effective for the design of novel devices such as the [Phone (Fig. 3.48).

Figure 3.48: Products such as the IPhone introduce new dimensions to the design space. (check permission)
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Figure 3.49: Patterns as generative grammars. Here, conventions describing the way traditions for designing homes
result in an organic layout in a small viIIage[w]. Organic growth versus over-controlled growth.

Design and Decision Making Given the complexity of the design process, it is helpful if a record of an
object’s important design decisions and the rationale behind them be kept (3.8.7). These decisions mark
milestones in a complex design process; having the ability to retrospectively review and analyze those
decisions is a great benefit. Organizational structure has a large impact on design. In a traditional,
highly structured organization, design processes often move in a waterfall fashion — in a stepwise
manner from origin, or conception, to testing and distribution. This means, however, that user tests
cannot influence the design of a product. Indeed, all too often with this type of organizational structure,
the product is delayed at some earlier stage and user testing is abbreviated, resulting in a product that
does not produce customer satisfaction. A process in which early feedback is solicited so that designs
can be refined is often far more effective. Including feedback in the design process is known as “formative
evaluation”. Using formative evaluation techniques can lead to truly innovative, user-centered design
approaches. These innovations can be used, in turn, to create design templates, which streamline future
projects. While formative design avoids the difficulty of exactly specifying the requirements, it has the
danger of being too flexible and unsystematic.

Decisions are intertwined with design. Choices are made during design - for instance about choices
among alternatives — and these may reflect choice biases. Thus, decision strategies such as game theory
(3.4.1) can be applied "], Design methodologies. Design automation. Decisions about what should be
designed are fundamental.

Design for Experience. Ambient design. Product attachment theory. Architecture.

3.8.4. Design Libraries and Archives
Design libraries. Designs for 3-D printers.

Design Metadata for Complex Objects
Because design deals with especially complex objects these have can have object assembly-leve meta-
data. Structure, function, behavior. The form would include shape, materials, inputs, and outputs.
Applications for manufacturing ((sec:factoryfloor)). We might specify the behavior with object-oriented
methods. The function is specified by the procedure;. there is a similar split for MathML (9.7.2).

Assembly-level descriptions.

Fig. 3.51.
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Form Shape and materials.
Function | What the engine is used for.
Behavior | How the engine works.

Figure 3.50: Form, function, and behavior descriptions for an engine (adapted from[46]).
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Figure 3.51: Architecture is a type of design. Modern architecture is often implemented with CAD systems. Though,
of course, the overall design also needs consider costs and building codes. (check permission)

3.8.5. Design Tools
CAD. The design of physical objects is often visual, and can be supported with tools such as CAD
(8.12.3)and sketching interfaces!*8!,

These tools also guide the designer, providing a visual illustration of the constraints and properties of
the object and its intended environment. From design to simulation for testing (9.5.0).

Some tasks benefit from rapid prototyping.
Formal methods for evaluating design. Multi-objective optimization.

3.8.6. Collaborative and Participatory Design

The traditional approach of sequential design and production can be inflexible, inefficient, and inef-
fective. Some organizations are now introducing elements of integrated product design and formative
evaluation. Joint Application Development Teams (JADs) (7.9.1) streamline their design practices.
Teams composed of people from various departments and specialties can collaborate on product design
and develop innovative ideas continuously, products can be quickly re-formatted at every stage to bet-
ter accommodate customer testing results, and rapid communication across various departments and
groups creates informed decisions at every level. Designers may employ models.

Participatory design uses input from the users to generate design suggestions. When designing an
information system for a hospital it would be reasonable to involve the hospital staff. On the other
hand, there is a danger that users may over-influence the designers, or may not have a realistic a view
of technical constraints.

Collaboration and negotiation around design artifact. Negotiation over design details (3.4.4). Two kinds
of interaction. Content space and relational space['3.

3.8.7. Design Informatics: Documentation, Notation, Hist ories, Rationale, and Advice

Design is information intensive. Suppose that you were handed a complex piece of machinery and asked
to rebuild it. Surely it would be helpful to know why it was constructed the way it was. Design is a
complex activity often includes a long sequence of decisions. It is often helpful to have a record of that
process to streamline future designs and to anticipate any missteps. However, it is also helpful to capture
the rationale behind those formal decisions — why were they made, and does that reasoning apply to
a current situation. To do this it is necessary to consider how the system will be used to determine
what decisions should be recorded, and how they should be represented, stored, and retrieved. Beyond
representing the design itself, it should also identify what should be highlighted, note the critical
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decisions, and the provenance from the design rationale. Preservation of the design rationale along
with other project documentation. Neutral records versus interpretation. Capture of discussions and
even decisions can be tricky because of jargon, irony, humor, or even non-verbal interaction. Compare
design decisions to requirements (7.9.1). and even for training. Formal and informal design artifacts
from sketches to blueprints and CAD. A document trail reflecting formal decisions is an example. The
design specifications are artifacts (1.1.2). Critics to evaluate design and support the design process.

Design ontology. Continuum from design specification tied into requirements. Indexing and re-use of
design information. Design representation. From design to manufacturing (8.12.1). CAD. Specifying
system components (1.3.1). Designers often benefit from the work of those who have gone before them.
A solution to the design problem faced in one task is often applicable to the problems faced in another
task.

Hypertext maps may be useful to presenting a graphical view of design decisions. What kinds of
information needs do people have for design archives. Effective decision rationale requires a model of
the system being designed. Design specification are artifacts.

Discussing design alternatives. Presenting plans?”). Design knowledge (Fig. 3.52). Requirements (7.9.1).
Design ontologies.
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Figure 3.52: Detail of design rationale graphicm]. (check permission) (redraw)

Structured design interaction.

Design rationale (3.8.7) can be integrated with DSSs to identify the logic of a decision module in a
decision support system. It is helpful to employ effective descriptions of a design or decision process so
it can be recovered later. These are called design notation and design histories. The difficulty is that
much of the design is in people’s heads. Design intent.

Typically, the goals, concepts or constraints of a project that determine its design. Having a record is
helpful if the design decisions must be revisited, when several groups of designers are collaborating and
they need to understand the design history, and can be useful for training new employees.

Creating design rationales. It could be done with archives of design meetings (5.6.4) and argumentation
systems (6.3.5), for example, and may include functional and structural descriptions. Much of the
understanding of the design decisions are in people’s heads. The design rationale should describe how
the design satisfies the initial requirements. Why were tradeoffs considered and adopted? This can be
incorporated with the description of the object itself (8.12.3).

After the design rationale has been captured and stored, its content will need to be accessed. These
systems can be difficult to implement and to search, as the rationale for a particular design is often
re-conceptualized as the design evolves. The criteria for a rationale need to be well-matched to design
process procedures. Because design interweaves many levels of decision-making, there have to be several
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threads involved in development and classification of these criteria, such as process rationale, structure
rationale, interaction rationale. Design of highly complex systems or complex environments. Design
methodologies for very large systems

The capture and representation of designs can involve digital preservation (7.5.5). FACADE preservation
((sec:facadearchitecture)). Virtual historical environments (11.10.2).

3.8.8. Designing Ecologies and Environments
Users will often re-tailor designs for their use in their own way.

3.9. Data Models and Databases

Typically, databases do not model general concepts; rather, they store data about specific instances.
Data models are systems for specifying information structure. The capture a specific set of attributes
which are useful for a given set of activities, tasks, and systems. Databases implement these data
models. Statistical data models. Structured data. These models literally support or limit the ability
to express certain relationships about the data.

In this section, we briefly consider the Entity-Relationship model and the Relational Model. These
implement basic set relationships and entities which are very similar to Aristotelian approaches for
categorization described earlier. Later, we consider the Object-Oriented model (3.9.3) which includes
grouping and inheritance relationships. There are also many specialized data models such as the RDF
Data Model (-A.4.1) and several GIS data models (9.10.2). rNews data model.

3.9.1. The Entity-Relationship Data Model: Entities, Attr  ibutes, and Relationships
Entities and attributes of those entities which may be involved in a task. The Entity-Relationship
model adds some basic details and constraints to that model. This is one type of conceptual model.
The ER model is a semantic data model that employs “entity classes” and relationships to model a
complex system. An “entity class” is a group of objects or events which are the basic units in the
model. Individual members of an entity class, such as a particular person or object, are known simply
as “entities”. However, the distinction between entities and entity classes is often ignored and people
will speak of an entity when referring to an entity class. These entities are related to categories and
classes as we discussed above but they are not quite the same; hey are ad hoc constructions for a
specific task. For an entity class such as VIDEOS, the specific entity “Gone with the Wind” could have
attributes such as Title, Director, Year, and Length (Fig. 3.53). Data dictionary (Fig. 3.54).

VIDEO

Title
Director

Year
Length

Figure 3.53: An entity class such as VIDEO has several attributes. (example from MS Access)

| Field Name | Field Type | field min | field max | title | order | group |

Title text

Director text

Year integer 1970 2020
Length integer 2 20

Figure 3.54: Fragment of a data dictionary which describes properties of the attributes.

Defining the influential conceptual units. Entities of one entity class can be related to entities of another
class. A STUDIO may be responsible for a particular VIDEO. When groups of data statements, or
particular entities and their corresponding attributes, are formed into diagrams, we call these diagrams
“entity sets”. When constructing a database, we may use entities in many data statements to illustrate
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the complex relationships that exist between entities of different classes. Fig. 3.55 shows a simple
Entity-Relationship Diagram (ERD).

makes works for
Video Director Studio

Figure 3.55: A simple Entity-Relationship Diagram (ERD) for an online video business (attributes are not shown).

The Relational Model organizes sets of related attributes into tables. Fig. 3.56 shows tables with
examples of the entity classes in Fig. 3.55. This use of tables is efficient because it keeps related
attributes together. There are additional details about the Relational Data Model in (-A.4.1).

| VIDEO Title Director Year StudioName
North-by-Northwest | A. Hitchcock 1959 MGM
Toy Story J. Lasseter 1995 Disney
Crouching-Tiger A. Lee 2002 Columbia

Figure 3.56: Relational tables and sample values for the VIDEO and STUDIO entities.

3.9.2. From Data Models to Databases: Databases as Informat ion Systems

While a database program may apply a data model to some data, that is only part of what is needed
for the database to be useful. Rather, databases need to be implemented as part of complete database
management systems (DBMS). These are complex sets of services which serve human needs. We
consider the broader context of information systems in terms of the services they provide (7.0.0).

Database Queries and Boolean Logic

Some queries place constraints on complex combinations of attributes. Booleans are generally simple
relationships; AND, OR, NOT for combining attributes (Fig. 3.57). We can see the formal properties
of Boolean logic with “truth tables”. Fig. 3.58 shows the AND and OR relationships. In the OR
relationship, the output is TRUE if either one of the inputs is TRUE (if either x OR y is true, then
z is true), while in the AND relationship, output is TRUE only if both of the inputs are TRUE (if x
AND vy are true, then z is true, but not otherwise). The NOT relationship simply reverses the sense of
a relationship so the NOT AND relationship has a TRUE output only when both inputs are off. Used
for metadata searches.

Year=1959 AND Director="Hitchcock’
(Year>1795 AND Director="Lasseter’) NOT (Title="ToyStory’)

Figure 3.57: Some examples of Boolean queries. The example would match all entries in a movie database where
the Year of production was 1959 and the Director was Hitchcock. Parentheses are used to group relationships. So,
in the second example the Year and Director must match and from the those some may be deleted.

OR AND
Input 1 | Input 2 || Output Input 1 | Input 2 || Output
FALSE FALSE FALSE FALSE FALSE FALSE
FALSE TRUE TRUE FALSE TRUE FALSE
TRUE FALSE TRUE TRUE FALSE FALSE
TRUE TRUE TRUE TRUE TRUE TRUE

Figure 3.58: Simple Boolean logic truth tables.
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Boolean logic is used in the database query language SQL Among other information retrieval appli-
cations, this is underlays metadata searches. Some Boolean queries are so complex that many users
do not readily understand them. For that reason, many users have designed various interactive search
interfaces and protocols. Some of these query formats involve visualization and spatializing, or even
free-text visual search interfaces (10.7.3).

Supporting Database Retrieval

Users need to interact with the database. This generally requires a query language to mediate interac-
tion between the user and the data model. A query language gives the rules by which valid queries
are constructed for a given data model. Queries are a useful way for users to interact with information
systems. The “query semantics” of a particular information system describe the range of concepts
that can be searched in that system. The most widely used query language is the Structured Query
Language (SQL), a very common way for database developers to interact with a database. Formal
queries must be coordinated with the data model.

Because the attributes in a relational database are organized into tables, responding to SQL often
means combining data from different tables. Data from one table may need to be linked with data from
another table by means of a key attribute. Fig. 3.59 shows an example of using SQL for searching.
Fig. 3.60 shows the result of the SQL script. In particular, the fields from the tables have been “joined”
with the key “StudioName”. Despite its name, SQL is more than a query language in the narrow sense.
a programming and a system management language. It can create tables and control the state of the
database.

SELECT VIDEO.Title STUDIO.Email
FROM VIDEO STUDIO
WHERE Title = "North-by-Northwest’ AND
VIDEO.StudioName=STUDIO.StudioName;

Figure 3.59: An example of the SQL instruction for a low-level join operation on a relational database table.

| VIDEO.VideoTitle | STUDIO.Email |

North-by-Northwest orders@mgm.com
Toy Story orders@disney.com
Crouching Tiger orders@columbiapictures.com

Figure 3.60: The result of a query on the tables in Fig. A.33. Specifically, there was a “join” of terms from the two
tables on the attribute of STUDIO.Name followed by the “selection” of two of the columns.

Part of designing the database, we need to consider what attributes at truly distinctive for a given
entity 3!,

Using Database Queries
Database query languages (3.9.2). Fits with visualization. Query previews.

Identifying the most typical queries. Understanding failed queries.

Database Applications

Many natural data sets are messy. This can occur when the identification of entities is not well defined
or when data entry is done carelessly. Many operating databases have duplicate entries. Thus, the
data needs to be cleaned. Merging data sets. Processing data sets. The same record appears at several
points with small variants. De-duplication of database records is an example of data cleaning. One
approach would be name normalization, A stable organizational environment for managing a database
is essential to their development and maintenance. Information assurance (7.10.3). Data curation and
management of large data sets (9.6.3).
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3.9.3. The Object-Oriented Data Model

Object-oriented models have objects (also called classes) which are similar to the entity classes for the
E-R model. However, because the object-oriented model also tries to capture processes, these classes
also have “methods”. Thus, if we had a database which stored temperatures, we might have different
methods for displaying them in either degrees centigrade or Fahrenheit.

These same ideas are the basis of object-oriented programming languages such as Java or C++. Objects
can also be the foundation of a data model. There is message passing between objects and what
the behavior is specified with methods which operate on that data. The object-oriented model has
“declarative” rather than “procedural” descriptions (i.e., “methods”) (Fig. 77?).

The object-oriented data model also includes properties such as inheritance. Earlier, we saw inheritance
of attributes (2.1.4). A hierarchy of programming language classes also allows inheritance of methods
(Fig. 7.48), for instance, the specification of services.

When the program is run, it create specific instances of classes that follow the program. The classes
are “instantiated”. Facilitate reuse of code.

Objects communicate by message passing. Indeed, these messages can be considered like documents as
boundary objects. Agent societies (7.7.8) and multi-agent systems (7.7.8).

There are many different computer languages and many ways to implement a program in a given
language. Object-oriented languages facilitate the principles of object-oriented design such as: Encap-
sulation: Wrap up the object as a coherent set of entities and processes. Use message passing: Objects
are discrete modules that communicate by Interfaces. These define protocols for interaction with other
modules. By their nature, systems are complex and involve many levels of description.

While the goal of these approaches is to make the design of large systems more modular and to optimize
reuse of code. However, in practice it is sometimes difficult to cleanly separate resulting in “object
entanglement” so implementing large projects can still be challenging. Picking sets of coordinating
sets of objects which can be composed effectively; such “aspect-oriented design” is a fundamental
object-oriented strategy. Start with entities and attributes.

Multimedia

get_length()
set_volume()

Music CD Video DVD

select_song() set_color()

Figure 3.61: Methods may be inherited across a class hierarchy. For instance, controls for playing different types of
multimedia objects may be inherited from a generic multimedia class to specific items. Setting the volume would be
a property for both CDs and DVDs but setting color would be useful only for DVDs. (UML style) (finish drawing)

3.10. States and Discrete Systems

Classifiction systems describe entities but object-oriented systems describe processes.

Formalisms which are helpful for describing specific processes. Natural systems and designed systems.
Systems (1.3.1). Discrete system models versus dynamic system models. Object-oriented design with
UML.
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3.10.1. Basic Components of Discrete-System Models

Data models are used for specific applications but we might also want to model entire systems. In
this section, we focus on discrete models for systems later we will consider modeling complex systems
(-A.10.2).

Class Models
Classification (2.1.2). Data models. These specify how the entities in an environment fit into a classes.
These are used in both entity-relationship and object-oriented models.

Figure 3.62: UML Class diagram. (check permission)

States and State Machines

Temporal dynamics. A state is a condition with a fixed temporal extent. We may say that a person is
in a state of bliss or a state of terror. This is, of course, often a simplification but it turns out to be
very useful for modeling. A “state machine” is a collection of states and the transitions between them.
In the simplest version, the transitions are fixed. For the traffic light in Fig. 3.63, the state space is
“Green,” “Yellow,” “Red” (Fig. 3.63). Another example of a state machine might specify the states
of a video player (off, play, rewind, fast forward). Taken together the combination of states is called
a state space. State machines can be extended in many ways such as StateCharts, ATNs and RTNs
(6.5.1). Markov Models.

oS
)
(©)

Figure 3.63: A traffic light as a simple state machine. The state transitions occur after a fixed amount of time.
(redraw)

We have seen state machines; a statechart is a more complex state machine. This may include nested
states as shown in Fig. 3.64.

Concurrency
We’d like events to happen concurrently. Concurrent streams Threads. Synchronization. (Fig. 3.66).

This is a variation of data-flow diagrams which show how data moves through the system.

3.10.2. Modeling Systems with the Unified Modeling Language (UML)

We have now seen several component models but it will be helpful to have a unified framework describing
overall systems. Such a notation would have to be able to represent the many possible ways in which
components are inter-related. Moreover, systems are complex and operate at many levels and they
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Figure 3.64: State chart for an ATM machine. Note that the start points are indicated with the bulls-eye. Also note
that the “Giving Money” state is a hierarchical state with two nested sub-states. (redraw) (check permission)

P2 P4

Figure 3.65: Example of a simple Petri Net. All the states preceding a gate must be occupied by tokens before
the transition occurs. In this case, the P2 condition has not been met so that T2 is not triggered. These are used
in workflow models and are an essential component of UML activity diagrams. UML activity diagrams (explain)
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Figure 3.66: Concurrent streams. (redraw)

have processes which change over time. Many formalisms have been developed for describing the
components of systems. The Unified Modeling Language (UML) is one of the most comprehensive.
It is a family of modeling languages which incorporates (unifies) several levels of description. Indeed,
the full UML includes 13 different components. The components can be grouped into three categories:
Structure Diagrams, Behavior Diagrams, and Interaction Diagrams.! There are other approaches for
modeling some of aspects covered by UML, but UML is the most comprehensive package. In the
following sections, we focus on some of the more important types of Behavior Diagrams and Interaction

IThe complete list in UML2 is:
Structure Diagrams: Class diagram, Component diagram, Composite structure diagram, Deployment diagram, Object diagram,
Package diagram.
Behavior Diagrams: Activity diagram, State Machine diagram, Use case diagram.
Interaction Diagrams: Communication diagram, Interaction overview diagram, Sequence diagram, Timing diagram.
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Diagrams. Specifically, here we look at State Machines, Activity Diagrams, Use-Case Diagrams, and
Sequence Diagrams. Several of these models are used in contexts other than UML.

There are other formalisms ides UML for some aspects and we will also discuss those; UML is simply
the most unified package. There are now many style guidelines for UML tools. Boundary objects may
be explicitly designed as interface between subsystems.

Sequence Diagrams
Sequence diagrams are a type of Interaction Diagram. Communication among these units can be
described message passing. Emphasize the messages among the objects. Message passing. The data
and the processes associated with it can be taken as a unit which allows us to extend the relational data
model. Behavior among objects needs to be specified. Messages trigger actions. This is not necessarily
a linear flow. Programming as event processing.

Customer Yideo Order

| 1]

Figure 3.67: Sequence diagrams show how messages are passed among objects. The customer may explore the
attributes of a video and how they would place an order. (redraw) (match to previous figure)

Activity Diagrams
Activity diagrams are focused on the decision points (Fig. 3.68). Activity diagrams are similar to
flow charts which are familiar in programming. Activity diagrams can specify workflows. Petri nets
(3.10.2) and workflow. Activity diagrams can show data flow.

Petri Nets add triggers to state machine transitions. These can are a model for managing access to
information objects. When do events get triggered. Combinations of Petri Nets can form a workflow
network. Indeed, Petri Nets are essential for workflow.

Examples of use. Swimlanes (Fig. 3.69). Coordination (3.5.3).
Workflow reuse. Workflow editor (Fig. 3.70).

Use-Case Diagrams
Use cases describe the groups of activities in an organizational task. They help to specify functional
requirements. The main purpose is to facilitate the design of information systems.

Use cases are related to modeling tools such as object-oriented design (3.9.3) and to use interface design
approaches such as scenarios and personas (4.8.2). The use case, generally implies several tasks which
need to be completed and these can be the subject of task specifications. Included and excluded
methods.

3.11. Process Models
Workflows.

Functionality.

Exercises
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Figure 3.68: An activity diagram is similar to a flowchart, for the steps in a login and command execution (adapted
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Short Definitions:

Affinity diagram
Algorithm
Aspect-oriented programming
Asymmetric information
Building blocks (search)
Class hierarchy

Current awareness
Decision tree

Design rationale

Design science
Encapsulation
Formative design

Game theory

Review Questions:

1. Everyday information use. (3.1.1)

Heuristic

Known-item search
Legacy software

Lemons problem
Means-end analysis
Object-oriented data model
Opportunity cost
Perceived relevance
Planning

Process model

Refinding

Relevance judgment factor
Reservation price

2. Is playing music a “task”? Explain your answer. (3.1.2)

Search intermediary
Sequence diagram

Source selection

State space

Strategy

Summative design

Unified Modeling Language
Unit task

Utility (information access)
Workflow

Zero-sum game



o o w

10.

Information: A Fundamental Construct 109

Fle &t favouie Sexn Fromt T Windn 1eb
3 ju-e®Q(uTea|

oo £ [Vews o Tedwial
-

Cre——

i) E—r— g
==

515 exanie |

L] [ = -
-, ‘__,II = e ]
- = :
=] . :I_J-- -]
b 1 ﬂ
| ] e -
L — = = i 1
' L ] farr
e o . E—
= EF
] . e —

Figure 3.71: We expect that individuals fill specific roles when dealing with a complex system. These roles are
known as use cases and they are illustrated with a use-case diagram. (redraw) (check permission)

Distinguish between “queries” and “questions”. (3.2.1)

How is text filtering different from text retrieval? (3.2.3, 10.9.0)

Explain the difference between “pre-coordinated” and “post-coordinated”. (3.3.0)

Describe the steps you might take to search for the query: “reactions to the use of the drug L-Dopa for Parkinson’s
Disease”. Describe the processes you used and the difficulties you encountered. (3.3.1)

Calculate precision and recall for the data in the following table. (3.3.3)
Retrieval
Retrieved | Non-Retrieved || Total
Relevance | Relevant 10 10 20
Not-Relevant 20 60 80
| Total I 30 | 70 [ 100 ]

. What is relevance? Why is it difficult to define? (3.3.3)
. List ten decisions you made in the past 24 hours. Explain how you actually made the decision and suggest how you

could have been more systematic about it. (3.4.1)
The following table shows a payoff for different actions. Suggest the most rational action for this set of payoffs. (3.4.1)

Person A
A does not keep a contract | A keeps a contract
Person B | B does not keep a contract 0/0 -1/1
B keeps a contract 1/-1 1/2
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Actual Signal
Present | Absent

Observer’s | Yes
Judgment | No

Create a decision tree to describe the choices you might make to determine what classes to take next semester. (3.4.1)
What are the advantages and disadvantages of decision trees. (3.4.1)

Explain the difference between a “false positive” and a “false negative”. (3.4.1)

Give the “truth value” for the following Booleans (3.9.2) based on the “truth tables” in Fig. 3.58:

a) TRUE AND TRUE

b) FALSE OR TRUE

¢) (TRUE AND FALSE) OR (TRUE)

Fill in the cells in the following table. Explain why a “false alarm” is a reasonable description when an outcome is
predicted but does not occur. (3.4.1)

Find an example of a systematic design activity and describe it. (3.8.0)

Give definitions of problem solving, design, and planning, and distinguish among them. (3.8.0)

How is a database different from a knowledgebase? (2.2.2, 3.9.0)

In what ways are data models a type of representation. (1.1.2, 3.9.2)

List some databases you frequently encounter. What is plausible data model for one of those databases? (3.9.2)
Distinguish between “entities” and “entity classes”. (3.9.1)

Contrast conceptual data models with implementation data models. (3.9.2)

Explain what is meant by inheritance of methods. Give an example. (3.9.3)

Explain the difference between flow charts and data-flow diagrams. (3.10.1, 3.10.2)

Short-Essays and Hand-Worked Problems:

. Pick a college friend or older relative and characterize his/her use of information. What strategies does he/she use for

finding information? What other information would be useful for him/her? (3.2.1)

. Give a list of questions people might generate if they were planning to (3.2.1):

a) Buy a new car.

b) Get surgery for a knee injury.

Identify the most typical information needs addressed by the following (3.2.1):
(a) Television news programs.

(b) Food contents labels.

. Interview a friend about how he/she meet their needs for medical information. What other strategies might you suggest

for them? (3.2.1)

Discuss with a young teenager the information seeking strategies they would employ to decide what movie to see over
the weekend. How could those strategies be improved? (3.2.2)

Contrast the cognitive processes involved in browsing an information repository with those in searching that same
repository. (3.2.3)

Talk to the reference librarian at your local library. Describe the types of questions that the librarian is asked, the
responses they make, and the tools they use to answer the questions. (3.2.3)

It is sometimes claimed that searching is more accurate than browsing. How could you validate such a claim? (3.2.3)
Build a filter for blocking articles having to do with automobiles from being displayed on a Web browser. (3.2.3, 10.3.2)
What are the tradeoffs between searching and browsing? (3.2.3)

Can searching be described as problem solving? (3.2.3, 3.7.1)

Describe tasks for which you would you use the search strategies (a) “building blocks” and (b) “pearl growing”. (3.3.1)
Give an example of building blocks strategy for retrieval. (3.3.1)

Plan and describe a systematic search about one of the following topics: (3.3.1)

a) The effect of the Raj in India on education.

b) The effect of information systems on education in North America since 1980.

Describe how you would apply the building blocks approach for a queries such as (3.3.1):

a) QUERY

b) QUERY

Give an example of (a) successive fraction and (b) pearl growing techniques for a complex search (3.3.1)

If a person asked the questions listed by the librarian in the previous question, what might they be searching for instead
of (or in addition to) the superficial interpretation of the question? (3.2.1, 3.3.2)
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Find (a) a friend, (b) a student, or (¢) a craftsperson who has an information need. Interview them and report on that
interview. (3.3.2)

Develop a set of FAQs for a course you are taking. Suppose that you can use only 10 questions. Develop a system for
selecting those questions. (3.3.2)

If someone claimed to be interested in researching “the use of paper in making dollar bills” what questions might you
ask them in an interview to clarify their interests? (3.3.2)

How is the definition of relevance related to definition we adopted for information? (1.6.1, 3.3.3)

Describe how you might measure and predict the “utility” of document retrieval choices. (3.3.3)

Describe the types of experts you might employ for a Delphi analysis of future directions for your university. What are
some of the limitations of Delphi? (3.4.3)

What do you think the process and the concessions of a negotiation involve? (3.4.4)

Observe a negotiation. Describe the process and the concessions. How did it differ from your response to the previous
question? (3.4.4)

Given an example of BATNA in negotiation. (3.4.4)

To what extent is a social organization an effective metaphor for organizing computer systems? (3.5.3)

Discuss the “coordination costs” for a group of students doing a class project together (3.5.3)

As a member of an organization, how can you raise awareness of another group’s information needs so that relevant
information could be forwarded to them? (3.5.3)

Describe some of the advantages of paper as a technology for supporting task completion. Describe some of the disad-
vantages. (3.5.4)

Examine a desktop of a friend or colleague and describe its organization. Do the same for a child. (3.5.4)

There are many metaphors for controlling a set of information resources and tools. Describe a possible design of the
control panel for a fully computerized automobile dashboard. (3.5.4)

Are algorithms representations of processes (3.7.1)

Develop the plan for completing you homework for the next week. What constraints did you consider? (3.7.2)

If a process is knowledge, is it information? (1.1.2, 3.8.0).

How do design meetings differ from other types of meetings? (5.6.4, 3.8.7)

Create a sample relational table for the ORDER attribute in Fig. 3.55. (3.9.2)

A grocery store might use a database for inventory control and marketing. Describe what types of queries these users
might use for these applications? (3.9.2)

Suppose you were designing a database which was the inventory for a book store. What entities would you identify?
(3.9.2)

What are some of the strengths and weaknesses of the object-oriented model? (3.9.3)

Describe the relationship between organizational design and the software it uses? (3.9.3)

Draw a state machine to describe the steps you take to cook dinner. (3.10.1, 4.10.4)

Draw a state diagram for: stop, play, pause, fast-forward, and rewind functions of a cassette tape recorder. (3.10.1,
4.10.4)

If you were designing a system for keeping student grades in a university. (a) List the types of users who might have to
access the system. (b) Pick one of those user groups and do a use-case analysis. (3.10.2)

Going Beyond:

How is the notion of sensemaking related to the notion of relevance (3.1.1, 3.3.3)

Observe an information-intensive situation, such as the use of information by teachers, business managers, or by a
government worker. What do they actually do? (3.2.0)

Does echo-location by a bat show it has an “information need”. (3.2.1)

How has hypertext affected reading styles and how has that affected the way books are printed. (2.6.0, 3.2.2).

How can people find things if they don’t know what they are looking for? (3.2.2).

Pick a topic in the news and then identify the relevance of several articles from a local newspaper to that topic. (3.3.3)
Compare the models of economic rationality with models of rational choice in picking information sources (3.3.3)
Analyze a decision you made. Explain the process you used. Analyze whether that was an effective strategy. (3.4.1)
What information does a manager need to make decisions? (3.4.1, 7.3.1)

Develop a model of decision making and describe how that could develop a user interface for a decision support system.
(3.4.2)

What tools would you provide to help the mayor of a small town to make decisions about the issues facing the town?
(3.4.2, 7.3.1)
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12. Give examples of when negotiation is simply a process of finding an equilibrium and other times when it involves
persuasion. (3.4.4)

13. Develop a simulation for the coordination costs among a group of 100 workers, each of whom needs to communicate
with two other randomly selected individuals. The communication occurs at random intervals and the net cost of each
of these interactions takes a total of 10% of the worker’s time. (3.5.3).

14. How did the introduction of photocopies in about 1965 change the use of documents in offices? (2.3.1, 3.5.4)

15. Is a database a document? (2.3.1, 3.9.0)

16. Are attributes different from entities? (2.1.2, 3.9.1)

17. Explain the difference between “descriptions”, “representations”, and “models”. (1.1.2, 2.2.0, 3.9.1)

18. What is the data model for XML? (2.3.3, 3.9.2)

19. Explain how XSLT might be used with SQL to place materials into a database. (2.3.3, 3.9.2)

20. Draw the truth table for the NOR function which is the negative of the OR function. (3.9.2)

21. Describe the following Boolean query about a book using the Dublin core attributes (3.9.2):
(Title="Ulysses’) AND (Date>1900)

22. How would you modify the state diagram for a simple traffic light (Fig. 3.63) to include a green arrow signal for turn
which came or 15 seconds before the regular green light. (3.10.1)

23. Give an extended UML example for a bank’s transactions. (3.10.2)

24. Describe some of the limitations of UML as a representation for systems. (3.10.2)

Practicum:

Build an E-R Diagram. Implement a Relational Database. (3.9.1)
Conduct a reference interview.

Propose a design.

Delphi Method.

Problem solving.

Planning.
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Teaching Notes

Objectives and Skills:  The student should be able to complete a task analysis and develop a simple interface based on
that analysis. Students should understand the development of distributed system models and be able to describe the
basic principles of design science.

Instructor Strategies:  The instructor might emphasize conceptual foundations such as decision models or practical
activities such as techniques for planning or task modeling.
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Chapter 4.

Models of Human Behavior:
Individuals

: LS . B
Figure 4.1. The human cognitive system fills in gaps. This occurs at both the perceptual level and for high-level
expectations. Here we see examples of pointalist paintings. (check permission)

4.1. Describing Human Behavior

We have lots of ways of describing why people do things: For instance, We say that a person has
knowledge, attitudes, beliefs, intentions, emotions, affective states, and personality. These approaches
are sometime described as a “theory of mind” but the issues go beyond what is usually considered mind
to cover all sorts of behavior. Folk Psychology. Constructs are often not consistent.

4.1.1. Cognition and Emotion

One on hand, people are very sophisticated information processors. On the other hand, the way they
process information is very different from the processing of information by most computers and human
information processing is frequently (if not always) affected by human emotion and needs. Emotion
and cognition are two, sometimes competing, systems. Each with strengths.

It’s clear that people process and make decisions based on information but what can we tell about what
they are actually doing? People seem capable of the most amazing and sometimes he most perplexing
actions. There’s generally a simple connection between people’s behavior and simple factors such as
what’s happening around them or the time of day. Obviously, social interaction is vital to people. In
just about everything people do, information is vital. This approach has an emphasize the processes
rather than the content. Later, we consider models of cohesion such as sense-making and attempting
to reach consensus.

Integrated intelligent system. Many heuristics for approximate reasoning. Many capabilities. Learning,
self-aware, collaborative. Principle of least effort to minimize energy. This even applies to cognitive
effort. The person is part of a social group. Biological constraints (4.6.0).

While some behaviorists believe it is not productive to study the representations people use when
reacting to their environment, most other psychologists do consider cognition and human information
processing mechanisms. However, we can’t see inside their heads to understand how that occurs. the
mechanisms have to be inferred and many different models have been proposed. One such model,
which is termed Human Information Processing, is based (roughly) on symbolic processing. People
often process that information in what appears to a straightforward and sensible way. Many other
times, that logical information processing appears to be biased by self interest or jumbled by emotion.
People process information very differently from most computer-based information systems described
earlier. Indeed, it is not clear whether the types of representations used by typical computer-based
information systems are appropriate for human cognition. Symbolic and non-symbolic processing. The
focus of the study of cognition is on mental processes rather than interaction with external information
resources.

Qualitative models of causation (Fig. 4.19). Language is largely qualitative. Qualitative reasoning[®
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Here we focus on identifying general principles and then we will look at different styles of interaction
with information systems. People acquire information from the environment encoded and stored in
memory, and later recalled The human mind can itself be modeled as an information system (Fig. 4.2).
This is essentially the same as a generic structure of an information system described earlier. Unlike
information systems we build the cognitive system works must be inferred. However, this basic model
is far too simple to give an accurate picture of how the human mind works; high-level cognition can
affect perception, the context of our experiences may affect our memory of them, and our imagination
can create situations that never existed. Cognition has implications for system design. In addition,
learning is interwoven with social and emotional factors which we will consider in the next chapter.

Understanding the way humans process information can help in the design better ways for people and
systems to interact: an understanding of sensory principles allows more fluid interfaces; analysis of
motor control encourages easier interaction; knowledge of cognition allows more efficient information
displays. In the end, the user is the most integral part of any information system. By seeking to find
common principles across individual performance and behavior, we can develop guidelines to aid in the
process of system design. Once we understand the commonalities across entire communities of users, we
can direct attention to the creation of models focused on small groups and individuals. Understanding
of the principles of human cognition and information processing will facilitate the development of user
models that will support human-computer interaction. We will move from discussion of perception and
pre-attentive processes to memory and cognition, and finally roughly following the levels of the basic
model of human information processing (Fig. 4.2).

Perception and Attention

l Attention/Encoding

High-Level Cognition and Memory

Recall/Recognition
Awareness and Action
Figure 4.2: A simple model of human information processing.

However, human beings are clearly very different than current silicon information systems. Human
beings have heterogeneous representations, complex motivations, and they are highly adaptive, They
can reflect some of the contingencies of the environment. However, they are not perfectly adaptive.
The human information processing model of human cognition is based on using information systems as
an approach. This is effective in many ways, but it also reveals biases from imperfect information use.

Mental Mo
% Q

Environment

Figure 4.3: People actively interpret what is going on in the world based on their experiences.

Increasingly, we are understanding the details of brain structure (-A.12.2) and its relationship to cognition.
This helps to inform models of human behavior.

Interaction with external sources of information. Considering the effort required for the information
processing.
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People detecting patterns. Static patterns. Patterns in motion.

4.1.2. About Cognitive Models
Theories about psychological processes rather than attempting to explain specific behavior. Mind and
Brain. Information Processing in the Brain Modularity of brain processing systems.

Caution about Homunculus models.

Brain and mind as a self-organizing system. Cognitive systems!¥. Self-awareness. Increasing importance
of Sensory processing, emotion, incentive, and brain science (-A.12.2).

Social Brain. Face recognition and empathy recognition regions in brain. Social signals. Mirror neurons
and judging intention. Empathy (5.5.3). People generally have the sense that their experiences are
coherent. However, there are may causes of which they are not awarel®l. Consciousness as an interpreter
via narrative (-A.12.2). Neural simulations.

Cognitive architectures.

4.2. Perceptual Processing

4.2.1. Sensory and Pre-Attentive Processes

Hierarchical filtering to generate object comprehension. Everything we learn about the world is in some
way derived from our senses. According to Fig. 4.2, a person senses and processes stimuli in a bottom-up
fashion (10.1.5). Human sensors can be viewed as inputs to complex information processing system That
is, our senses provide us with data about our environment, and we synthesize those pieces to create on
overall sensation. Hubel and Wiesel. There may be interactions among the varying layers of mental
processes; for instance, the human recognition element of cognition is probably an “up-down” process.
indicating that there is no one formula for determining exactly how we interpret our environment. The
interpretation of sensory stimuli is integrated with high-level cognition, The world around us assaults
our senses, but our senses capture and refine those stimuli.

Before normal attention there is some pre-attentive processing. This intermediate stage gathers the
information collected by the senses and performs a “quick-sort,” organizing the information into broad,
spatial categories. While it is not fully understood how pre-attentive processing works, it is known that
perceptual groupings, form segmentation, color categories, textures, and clustering are all examples
of visual pre-attentive processing. The well-known vase/face illusion Fig. 4.4 illustrates pre-attentive
processing and suggests that this is an emergent or gestalt process. Perceptual principles of similarity.

Figure 4.4: The vase/face figure-ground illusion is an example of emergent perception. Note how attention shifts
between the faces and the vase. (redraw)

4.2.2. Attention

There is far too much information that exists in the world for our minds to capture and process all of
it. People focus their attention on those areas of the environment that are likely to provide the most
salient, or useful information. Attention is the direction of information processing resources to some
part of the environment. We may miss information that is right in front of us if we are not attending to
it. As we shall see later, planning presentations to manage the viewers’ attention is part of the design
of digital objects. Attention can be as simple as turning toward an information source. Attention as
information seeking. Attention and motivation/emotion.
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Perception is often thought of as hidden — we cannot control the way that our mind and senses work
together to process the stimuli of the world. In contrast, attention is dynamic — people are able to
direct the focus of their attention. One example of this ability is the “cocktail-party effect,” in which
a person can attend to one specific conversation while filtering out all the other conversations that
are taking place around them. Similarly, we can attend to one small part of a complex visual scene
(Fig. 4.5); this is compared to a searchlight that emphasizes parts of the visual field. Attentional
limitations are also seen in language processing.

Figure 4.5: Attention may be compared to a searchlight with which some objects are highlighted compared to their
background. (check permission)

People pay attention to things that are meaningful to them. Orientating toward information sources.

Resource-limited models (4.3.3). There are many implications of losing attention. Texting while driving,
when working with mobile devices, or air-traffic control. Task-switching.

&\avn"" Y
- g

Figure 4.6: Texting requires has a high attentional load and multitasking. Texting by train engineers is the cause of
many accidents such as this one near Los Angeles. (check permission)

Managing the attention of viewers improves effective information design. Authors may attempt to direct
the attention of viewers using a variety of devices. Unusual features draw attention, as do changes in
content. The advertising industry makes good use of these strategies to grab the attention of the public.
Magicians manipulate attention. Attention and selective exposure to information.

Distraction from too little or too much information. Information overload. Attention and cognitive
resources. Task stress. Fig. 4.7.

Eye movements seem to be a fairly reliable indicator of attention (Fig. 4.8). The pattern of the eye
movement reflects the instructions to focus on the people in the picture 8. As we shall see, eye
movements have also been used to gauge attention during reading of text (10.2.0) and animations.

There are biases and distortions in attention[*?. Attention economy. Capturing eyeballs.
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Figure 4.7: An airplane is a tightly coupled human-machine system. On one hand, in an emergency there can be
too much information and the pilot may be overwhelmed. In other cases, such as when the airplane is on auto-pilot
the human pilot may become distracted. (check permission)

[

Figure 4.8: A person’s eye movements while looking at an image provide clues as to what they are thinking The
observer of the image on the left spent most of the time on people’s faces as indicated by the eye tracks (right)[GS].
(check permission)

Risk Aversion

Even simple statistical decision rules can be more effective than subjective human judgment. A simple
statistical model using SAT scores and high-school grades is often more successful at predicting grad-
uation rates than human judgment about the likelihood of student succesé®’. This may, in part, be
due to attentional biases (4.3.4) but also to the difficulties people have in doing accurate calculations
with probabilities. However, there is some evidence that expert decisions in natural environments do
not show bias. Use heuristics for decisions. Challenge to rationality (8.8.3); for instance, people tend to
avoid risk.

4.2.3. Sensory Modalities: From Sensation to Cognition

Human senses allow us to receive information about the world. Indeed, our senses have implications
for the selection of representations and for user interface design. People can often work around the
limitations of modalities. =~ We focus now on visual processing as we move from general principles of
perception to principles related to the senses and vision in particular. Objects and images have visual
properties such as size, brightness, color, texture, orientation, and shape. These visual elements are
particularly relevant to the design of visual displays, and in developing visual effects in multimedia.

How do we understand and represent the world is also be a significant issue for image processing and
virtual environments. As we described earlier (4.2.1), “pre-attentive” visual processing occurs prior to
attention, as the name suggests. One example is the detection of regularities in texture which show
how objects can be perceived against a textured background.

Furthermore, pre-attentive object perception seems to involve three different levels of representation.
a primal sketch, a two and a half dimensional view, and a three-dimensional view that we perceive as
our world view. These are similar to the stages which are often employed for machine vision. The 21-D
sketch is like an artist’s use of perspective in a drawing or painting.

Depth perception is also an element of visual perception. At the sensory level, our binocular vision —
having two eyes — is one factor that gives us depth perception, by means of which we can tell whether
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an object is near or far. The mind uses many cues for depth perception, however. Some of these cues
include relative motion, linear perspective, and familiar size (Fig. 4.9). Depth perception may also
include high-level inferences based on perceptual models of the world 48!, such as the understanding
that

Figure 4.9: Some cues that people use in interpreting depth. (a) objects in the background seem to move more
slowly than those in the foreground (b) objects in the distance appear smaller than those in the foreground, (c)
apply world knowledge about the relative sizes of objects. Note that these involve relatively high levels of cognitive
processing. (redraw)

Other Sensory Modalities

The traditional notion of five senses — sight, hearing, touch, taste, and smell — is highly simplified.
A much larger range of sensors contribute to our perception of the world. Taste itself is composed of
four different types of receptors (salt, sweet, bitter, acid) located on different parts of our tongue. The
varying levels at which different food or drink stimulate each of these receptor types determine what
we perceive to be the taste of that substance. Touch also provides vast amounts of information: touch
reveals distinctive shapes and can indicate spatial and temporal patterns. Touch is also related to the
sensation of temperature and pain. Although it is not widely recognized as a sense, the vestibular
sense, or sense of balance, is mediated by the cochlea in the inner ear. Without it, we would be unable
to stay upright. Proprioception is yet another type of sensory perception is which is the awareness of
one’s body in space. Touch and working in the world.

Even at a low-level, sensations are overlaid with cognition. Our understanding of the information
provided by one sense will affect (often enhancing) our understanding of another. Smell and taste
interact; we can imagine the taste of a substance from its smell, and something that tastes terrible
becomes much more palatable with a pinched nose. Much of hearing is influenced by what we see, from
the reading of lips to the reading of body language.

A well-designed Web site applies many cognitive principles. uses stimulating colors and sounds to
help guide its use. Notice the small bumps on the “F” and “J” keys of your keyboard? They are a
tactile orientation for touch typing. A system’s use of sensation can even mean the difference between
a person’s using it or not.

Perception of Motion and Change
Action and behavior (11.4.1). Causation (4.4.2). Parsing events. Events.

Multimodal Integration
Synergistic senses.

4.2.4. Effectors and Physical User Actions

Ultimately, people make things happen with physical action. We will focus on motor behavior and
the implications that this can have on the design of information systems. In normal life, people have
many ways of interacting with their environments; in the world of computers, that has not been
the case. Increasingly, however, interaction with a computer through a single stylized interface is
disappearing. Almost any intentional behavior can now be captured and used as computer input. The
term “multimodal” is applied to input devices beyond the keyboard, mouse, and joystick. Multimodal
input devices allow input by speech, gestures, or handwriting. This revolution, though, has not altered
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the fact that human interaction with computers comes down to physical motion. Understanding human
motor coordination might help us to predict the efficacy of interaction.

For those devices, requiring physical interaction, we can consider principles of motor behavior. We can
distinguish “ballistic” motor behavior from motor behavior tuned by sensory feedback. Ballistic motor
behavior assumes a fixed action pattern — like swinging a baseball bat or a golf club. However, with
sensory feedback motor behavior the input is modified. Increasingly, sensors as interfaces. They are
cheap and widely deployed. Wii and gestures (Fig. 4.10). Recognizing actions (11.4.1) and gestures.
Location technologies for wireless (-A.15.1). Touch screens.

Figure 4.10: The Wii remote does motion recognition. (check permission)

Coordinated Motor Actions
It is often, but not always, easy for people to coordinate multiple actions. People interact with their
environments with simultaneous, multiple modalities. Driving a car takes many coordinated physical
actions and the input of several senses, and yet it is easily learned by most people. We often use both
of our hands at the same time, fluidly coordinating their actions. Swiping touch screens. Multimodal
interaction.

More subtly, we also see frequent coordination or reference between multiple inputs, such as when
speaking people use facial expressions or hands gestures to amplify their words. This coordination
between multiple inputs may be thought of as a type of referential semantics (6.2.3) in which the meaning
of one set of actions (facial expressions or hand gestures) are dependent upon the meaning of the set
of actions to which they refer (the words of the speaker). It is difficult for a computer to determine the
meaning of referential semantics; meanings are contextual, cultural, and often ambiguous. Multimodal
interaction and gesture input.

Skilled Motor Performance

Many complex activities, such as driving a car, involve feedback from the environment that allow
adjustments to be made. But others activities, such as piano playing, tennis, and typing may not allow
time for feedback. Procedures. The time required for nerve impulses to be sent from the brain to an
extremity signaling for an action to be taken and for another signal to be sent from extremity back to
the brain with the information that the action was completed, means that the instructions for a second
action must be on the way before the first action is executed *¥). When signing your signature, you
are moving your hand much more quickly than you could if you were consciously controlling it with
feedback. This difference can be seen between hunt-and-peck typing and touch typing. Brain science
(-A.12.2).

Sensorimotor Control (Haptics)
Simulated naturalistic systems should combine motor responses with appropriate sensory feedback.
This interaction of sensory-motor control is also called “haptics”. A surgeon in training in an aug-
mented reality environment (11.10.1) experiences the feel of cutting simulated tissue before working on
a live patient; a participant in a game might want to feel one light saber hitting another; a musician
playing a virtual instrument might benefit from feeling the responsiveness of the instrument. Additional
sensations such as tactile vibration could thus improve the performance of motor tasks in a virtual en-

vironment[?3 and, haptics could, for instance, support the experience of an interactive virtual museum.
Force feedback.
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Complex Decisions and Taking Action
Planning.

4.3. Cognitive Structures and Processes

Earlier, in this chapter we considered perception and attention, which are the first stages of human
information processing. We discuss categories, memory and decisions, and emotion, which are later
stages of human information processing. From cognition to affect. One topic in psychology focuses
on examining cognitive structures. Motivation, learning. Matching to brain structures and cognitive
function (-A.12.2).

4.3.1. Cognitive Representations
Human beings can be viewed as information processing systems, albeit complex ones. Start with very
basic models.

What representations do people use when thinking? How do people recognize and use categories? As
we noted earlier, it is common to analyze complex processes in terms of either structure of function
(1.6.1).

The default approach to cognition is that the human mind is like a symbol-processing computer. Cog-
nitive representations. Indeed, there are many ways in which that’s not accurate but it still permeates
a lot of thinking. Moreover, there are many indirect implications of that approach. Many models are
based on rationalistic information processing. the models of human cognition are inferred and, in many
cases, they seem likely to be approximations.

Natural-level categories.

Cognitive models are sometimes inspired by traditional computational models. In the models, cognitive
processing is thought to work like a computer’s CPU. There is a notion of fixed processing capacity
with regard to human cognition. That is, the processing capacity of the mind is static, and that in
order to store more information (i.e., memory), the new information and the already-stored information
must be organized and nested in such a way as to reduce the demand on the finite powers of the brain.

Symbolic representations and frame. Cognition and categorization (2.1.2).

4.3.2. Human Memory Processes

Memory is the cognitive representation for stored information (1.1.2). There are many models for the
structure of memory and how it works. Categories, discussed in the previous section, are believed to
play a large role, helping to organize information and reduce the processing power necessary to retrieve
memories. In some cases, memory by humans appears to follow hierarchies and simple inheritance 26!,
such as those we considered for knowledgebases (2.2.2). However, experimental data does not confirm
this. Searching memory as a fundamental cognitive activity. Multiple memories.

Memory biases.

Models of human memory often divide it into working memory or short-term memory, and long-term
memory (Fig. 4.11). We may remember some telephone numbers for only a short while we may
remember others indefinitely. Even if they have an explanation, it often seems more like a story
than a systematic explanation.

Models of human lexical-semantic memory, that is, memory for words.

Two types of retrieval processes from human memory are often considered. “Recognition” (1.4.4) involves
identifying a stimulus that is presented, such as recognizing the correct answer on a multiple choice
question. “Recall” is recovering items from memory without prompting, such as answering a fill-in-the-
blank question. For user interfaces, a menu system involves recognition processes, while a command
language generally requires recall of the correct command. Recognition is usually easier than recall.
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Perception ——  Working Memory —— Action

I

Long-Term Memory

Figure 4.11: A very simple le traditional model of human information processing structure is based on the analog to
a CPU. It has a working memory which manages processing and interacts with the long-term memory. This model
needs to be expanded by considering the importance of context.

More Complex Models for Memory
Episodic memory is the memory for events. Autobiographical memory. Indeed, there may be a connec-
tion between episodic memory and semantic memory. The memories of multiple contexts eventually
becomes meaningful.

Parallel Distributed Processing (-A.11.4). Visual and auditory relationships are very different from verbal
semantics. Indeed, there is evidence of the existence of separate cognitive processing channels for verbal
and non-symbolic (often multimedia) information ®7; This is a type of poly-representation. That is,
there are multiple, sometimes overlapping, representations.

Memory for narrative and conceptually structured information. Transactive memory. Relying on
association to help memory.

Errors and Forgetting. Retrieval failure. Errors in human inference. Overlay a memory trace. Dis-
tributed memory traces.

4.3.3. Architecture of Cognition and Resource-Based Model S

We need to consider not only individual components but also how the individual pieces work together
to form an overall architecture. Here we consider some basic cognitive architectures which have been
proposed for human cognition and later we will consider architectures for intelligent agents which may
include approaches such as machine learning (-A.11.0). While we can recall events from years past with
seeming perfect detail, others remain hazy, indistinct, or even absent. What then are the limitations
to accessing information that has been stored in human memory?

Architecture of cognition. The most successful of these models is ACT-R [?]. It has been applied to
student models for tutoring systems (5.11.3) and, as we describe below, for multi-tasking.

Managing and allocating cognitive resources. Make good use of available mental energy (-A.12.2).
General model of cognitive resources. Cognitive-load.

Human information processing capability is finite — clearly, a person cannot process all the information
in the environment. We often find it difficult to do two things at once because our attentional and
cognitive resources are limited. The effort required to perform cognitive processing is known as the
“cognitive load”. Accidents associated with cellphone use while driving may be the result of a high cog-
nitive load brought on by trying to carry on a conversation while trying to control a car. Furthermore,
people manage their cognitive load, indeed, they generally minimize effort.

Multi-Tasking
Multi-tasking. Attention and use of resources.

Talk and walk at the same time. Activity production.
Declarative and procedural memories.
Problem-state block [?]

The amount of attention a person devotes to stimuli generally determines the “depth” to which those
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events are processed; that is, it affects the extent to which they are associated with other facts and
the likelihood that they will be remembered. Because of this searchlight property, computing resources
can be directed to the parts of a highly interactive interface that affect the user [!l. Attention and
orientation towards.

4.3.4. Human Reasoning, Inference, and Decisions

Beyond the basic cognitive representations and processes, additional phenomena are of interest. Infer-
ence. The descriptions thus far have generally focused on cognitive structure. The “priming” effect in
human cognition suggests that if a word such as “bird” is mentioned, then related concepts, such as
“robin,” will be activated and therefore more likely to be retrieved. Syntactic priming.

Expectations are intertwined with inferences. We should consider how people make inferences from the
information they collect. not just logical inference (-A.7.0) such as deduction and induction. But there,
may also be systematic probabilistic inference. Representation interacts with inference.

Everyday inference. Reasoning by logic versus reasoning by analogy. Abduction. Heuristics. Causal
narratives. Social inference. Case-based reasoning.

Expertise and decision support systems help people to base their inferences on the most relevant factors.
Economic rationality (8.8.3). Rationalizations. Age of Reason. Institutions to support reason.

Information Availability and Bias in Inference and Decision Making

Another non-rational pattern is based on the cognitive “availability” and salience of information. People
often focus too much on information that is readily available in their memory. They may make a
judgment based on the “availability” and “accessibility” of information in their memory (Fig. 4.13).
We have already discussed that individual memory is fallible. In addition, people are often poor at
predicting true probabilities of events. People often buy into the “gambler’s fallacy,” which is the belief
that winning on one trial predicts future success. Even when allowing for such limitations, people often
do not seem to act rationally. They may be self-indulgent or let their emotions control their choices.
This illustrates the danger of relying on a “gut reaction”. Often the probabilities of highly visible, but
infrequent events are overestimated. This also implies that framing a problem is critical. That is, the
context in which the problem occurs needs to be carefully described. Since human reasoning may be
biased, systematic attempts to de-bias the analysis may be usefull®l. Subjective probabilities.

X

Figure 4.12: Framing affects decision outcomes.

One source of bias results from people trying to minimize cognitive effort (4.3.3) in decision making.
A person who is engaged in many complex cognitive activities may use simple cognitive processing
strategies — a jet fighter pilot needs to make decisions under pressure. The decisions that fighter pilots
often face are formalized with algorithms (-A.9.3), which although simple, don’t always accurately reflect
all the variable present in a given situation. Because the use of information in decision making is so
obviously important, the decision to seek more information may seem the most rational act in almost
every situation. However, even this principle must be weighed against other factors, such as the required
immediacy of action (as with fighter pilots), the actual existence of a truly “correct” course of action,
or the simple ability to comprehend the various possibilities. Indeed, cognitive effort may be a factor
in the willingness of people to carefully analyze a situation. When an exact solution is too difficult to
calculate, people may be rules of thumb or “heuristics’ but even then they are susceptible to bias. Even
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The frequency of appearance of letters in the English language was studied. A typical text was
selected, and the relative frequency with which various letters of the alphabet appeared in the first and
third positions in words was recorded. Words of less than three letters were excluded from the count.

You will be given several letters of the alphabet, and you will be asked to judge whether these letters
appear more often in the first or in the third position, and to estimate the ratio of the frequency with
which they appear in these positions.

Consider the letter R.
Is R more likely to appear in the
_ the first position?
_ the third position? (check one)?
My estimate for the ratio of these two values is ________:1.

Figure 4.13: Most people stated that the letter “R” is more common in the first position than in the third position of
a word. Actually, the opposite is true. Their confusion may be explained by the “availability” hypothesis because
people more easily think of examples of words that begin with “R” than those that have “R” in the third position (4 I
pl67).

professionals seem to be affected by cognitive biases in perception?”). And even experts judgments may
be clouded especially outside their area of expertise.

Heuristic and Analogical Reasoning
A lot of human reasoning is informal. In some cases, it is based on heuristic reasoning or simply on
stories (6.3.6). Family resemblance categories. Metaphor versus analogy. Analogical models (Fig. 4.14).
Analogies at several levels. Reasoning by analogy often leave a lot out. If we say that one situation is
like another and therefore should do again what worked before, the similarities may be apparent but
the differences may not. Culture (5.8.2). [

Stallion

Mare

Figure 4.14: A simple model for analogy involves shifts on two attribute dimensions. In this case: gender and
species. (redraw)

Verbal analogies. Analogy in science. Mental models. Reasoning by analogy and heuristics to save
cognitive energy.

Sembl game. Network thinking. Less obvious links between objects.

Do People Use Plans?
We have seen that plans are fundamental for most Al models of interaction. However, it’s not clear
that people actually use plans. This may affect many sorts of interaction which is based on intentional
actions. An alternative model is situated action.

4.3.5. Cognition and Learning

Adapting to the environment. People are highly adaptable. Learning is ubiquitous. Learning a skill.
Leaning by doing. Learning by association. Here, we consider cognitive mechanisms of human learning),
but later we will consider social aspects of learning (5.5.4). Implications for education (5.11.0) and machine
learning (-A.11.0). Rather, people come into new situations with processes and expectations on which
to build. Habit formation. Indeed, language learning seems to be neurologically fixed (-A.12.2). Human
learning vs machine learning.

Representations are interrelated with learning. Indeed, learning may be considered as changing a
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representation.

One simple way to learn would be to remember patterns and sequences of actions which have proven
useful. This reflects the structural approach. This idea fits some evidence from cognitive psychology
that people “chunk” information into conceptual units. Expert chess players learn the relationships
among the pieces on a chess board so well that that they immediately analyze a configuration of pieces
in terms of those relationships. They “chunk” the positions differently than do novice players, who
tend to view each piece independently of the others.

A lot of human learning seems to come simply from associations and correlations. A child may learn
the sound of a key turning in the lock is followed by the entrance of his/her mother. After a few
occurrences (associations) the child learns that one things leads to the other.

Generalization. A second principle of learning is known as “transfer of training”. That is, learning one
thing may facilitate learning a second thing. Learning Spanish may help a person to learn Portuguese.
The learning of one thing may inhibit the learning of a second thing (negative transfer); learning Spanish
may make it more difficult to learn Mandarin. Another example, could be the keys on a calculator
pad; there are competing ideas regarding their design (Fig. 4.15). Transfer components of the design
to other tasks.

L7][sl[o] [+
4]51le]  [4a]ls]L6][-]
HBIE
g [ ELY

Figure 4.15: Alternative keypad layouts: a telephone keypad and calculator layout. Office workers with both types
of keypads sometimes have difficulty transferring when switching from one to the other.

4.4. Complex Cognition

Coherence and constraint satisfaction. Cognition applied to problem solving (3.7.1) and planning (3.7.2).

4.4.1. Concepts, Concept Networks, and Conceptual Models

Concepts
Concepts are basic units of thought. As suggested earlier (1.1.4), concepts are abstract ideas. They are
related to but separate from the words used to describe them.

Earlier, we described the notion of entities (3.9.1)and we examined formal systems for presenting them
in databases. However, the notion of a entities as building blocks for complex conceptual systems is
quite general. We might apply it for descriptions of concepts in human cognition since concepts have a
relatively stable structure of attributes. When entity-like structures are applied in modeling concepts,
they are termrf frames. These are essentially the same as the notion of schema ((sec:data schema)(.
The attributes are said to fill slots in the frame (Fig. 4.16). More complex structures based on frames
are also possible. For instance, frames may be arranged hierarchically.

Concept Schemas, Maps, and Networks
In any system, several components need to work together. Thus, we need to move from individual
concepts to sets of concepts and from there to the description of interoperating components. We might
like to understand the relationship among concepts for

so we might make a map. Relationship of a set of concepts. Data diagrams are one example of schemas.
Document description. Topic maps. Concept maps can be cognitive organizers when presented to
people who want to find out about a new domain. That is, they would be a type of conceptual model
as described below. They can direct attention to important sections of the text, and make readers



4.4, Complex Cognition 125

hotel room hotel chair
is-a: 100m is-a: chair
location: hotel location: hotel room
contains: {hotel chair, . height: 20-40cm
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Figure 4.16: Frames and slots. (redraw)

aware of important connections between ideas. However, the presentation of a concept map before
a reading can influence what is remembered about that reading by creating an expectation, which
sometimes serves as a substitute for actual memory. After the fact of reading, a person my remember
what they were told a particular passage said, as opposed to what it actually did. There are simple
type of hypertext map (2.6.2). NASA library of concept maps. Mind map.

Fig. 4.17 shows a map obtained from a student after that student had read an essay. The student has
drawn an illustration of how she thinks the concepts are related. These are like semantic networks
(2.1.4).
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Figure 4.17: A subjective concept map was generated by a student to show how they believe concepts in this domain
are connected to other concepts[24]. (redraw)

Conceptual Models for Explanation and Description
Models of a specific concept. Informal and Formal Conceptual Models.

4.4.2. Events and Causation
Events. From events to narrative (6.3.6).

Causation as a type of inference people make. Inference of causation often depends on models. Under-
standing causation in physical systems is often relatively straightforward. As illustrated by Fig. 4.18 we
can confidently say that when a rolling pool ball hits a stopped one, that the impact starts the second
one rolling. Is causation anything more than correlation *? Just because the sun has always up in
the morning, are we sure that it will come up tomorrow morning? Causation is essential to narrative.
Causation and agency. Determinis, causation, and free will.

The language of causation. “The cause” versus “A cause”. When can we infer that there has been
a cause? Understanding of causation is often associated with developing models. Scientific models
can help provide confidence about these assertions, but even those are still simply confirmed from



126 Copyright R.B. Allen, 2000-2018 — DRAFT - no use after 9/13

cumulated observations. Judgments about causation of social activities is trickier than judgments of
physical causation. Causation in attribution (5.5.2) and in science ((sec:sciencecausation)). Reasoning
about causation. Necessary and sufficient conditions. Causation as a state change. Covariation and
temporal sequence. Multiple causation: INUS [?]. Causation versus means-to-an-end.

Causation also affects mental models and expectations (4.4.4) as well as decision making ((sec:decide)).

Figure 4.18: When one billiard balls hits another one which is at rest, the second one then starts moving. So long
as there is not a long delay, we conclude that the collision caused the second ball to start moving.

Causation of the behavior of complex systems is hard to asses. Complex causes: Multiple causes and
causal chains. Indeed, for complex systems, causation is often indirect and difficult to isolate. In cases
where the rate of adaptation is slow, it is useful to understand the relationships.

Social causation is based on intentions and is far different from physical causation. Multiple factors to
combine for any event but usually we identify just one or two as the cause. Minimal set of sufficient
causes. More on causation (-A.10.2).

Complex causes: Multiple causes and causal chains. Indeed, for complex systems, causation is often
indirect and very difficult to isolate. Because of the complexities there dangers in inferring causation.
Our expectations about causes will bias perception and understanding. Informal causal models. Causal
misconceptions and credit assignment (-A.11.3)(Fig. 4.20). Some of the problem nay be the mental models
(4.4.4) and even the category systems.

X—Y X1
X<Y—>Z Y
X1

Figure 4.19: Qualitative causal graph. (not finished)
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Figure 4.20: People interpret the causation of complex systems very differently. These interpretations also affect
later decisions and memories. (check permission), (redraw)

Discourse (6.3.2). Narrative and plot (6.3.6).
Causal relationships in complex systems (-A.10.2) may be model with system dynamics models (Fig. 4.21).

These are composed on stocks and flows (Fig. 4.22). Stocks are reservoirs which store values and can
create delays in processes and flows link stocks.
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Figure 4.21: Causal loop models as developed in the field of Systems Dynamics provide approximations to complex
systems. (redraw)(check permission)
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Figure 4.22: The basic components of system dynamics models are stocks and flows. Stocks are reservoirs and
flows control the rate of flow into the stock. (redraw)(check permission)

4.4.3. Expectations and Memory

We rely on expectations all the time. Mental models are what are in a person’s mind. They are the
expectations or causal narratives people have about situations. Whereas a conceptual model is external
to a person, the mental model is internal; but, they are closely related. Expectations as preconceptions.

Expectations seem to affect memory. Retrieval failure or changed memory. Human memory is very
different from representations housed by traditional databases; it is not exact and the memory itself
can be affected by expectations, prejudices, or stress. If a person is asked to recall a story, there are
often omissions and intrusions of new material (Fig. 4.23). These are story schemas. Distortions may
be amplified because a story does not conform to expectations. Similarly, our memory of the events we
observe may be flawed by expectations. Narrative and human experience (6.3.6). For human cognition,
the representation is confounded with the cognitive processes so they may not be distinguishable. Social
expectations based on culture and norms.

4.4.4. Mental Models

Mental models are one model for how expectation arise. People may develop mental models to rep-
resent their understanding of procedures (3.5.1). Procedural knowledge, however, varies greatly in its
complexity, function, and type. Automobile mechanics need to understand cars at a different level than
do auto drivers. In cognitive terms, people need a mental model of an appropriate level for whatever
task they need to complete. Computer users generally need to know more about the options in the
interface than about the internal workings of the computer, whereas a computer technician needs a
detailed knowledge of both.

Mental models are a way of storing expectations. Engaging with mental models is sense-making. Mental
models for social action.

The representationsused by mental models are unknown. Observations of the way people interact with
simulations of complex systems suggest that they often understand those systems in qualitative, rather
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. So the canoes went back to Egulac, and the young man went ashore to his house, and made a fire.
And he told everybody and said “Behold I have accompanied the ghosts, and we went to fight. Many of
our fellow warriors were killed, and many of those we attacked were killed. They said I was hit, and I
did not feel sick”.

He told it all, and then he became quiet. When the sun rose he fell down. Something black came out of
his mouth. His face became contorted. The people jumped up and cried.

He was dead.

... He did not know he was wounded and returned to Etishu. The people collected round him and bathed
his wounds, and he said he had fought with the Ghosts. But in the night he was convulsed and something
black came out of his mouth.

And the people cried: “He is dead”.

Figure 4.23: A Native American story called “The War of the Ghosts” (fragment in top panel) was recalled two
weeks later (bottom panel) with many confusions!*®l. The difference seems to show the simplification of the original
passage and the intrusion of expectations. (check permission)

than quantitative terms. A wine-maker might simply know that adding more sugar to a fermenting
bottle of wine will increase the alcohol content without knowing the chemistry involved. Collaborative
mental models. From static mental models to dynamic mental models which represent actions. We
might even say that a person’s reality is the sum of all their mental models. People may also have
mental models for social interaction.

Mental simulations. Structure building framework.

4.4.5. Diagnosis and Troubleshooting

Diagnosis and troubleshooting attempt to understand the causes of difficulties with a complex system.
Many examples from medicine to I'T to auto repair. Medical reasoning (9.9.2). Debugging computer
programs. Reasoning for scientific information. (Fig. 4.24). Indeed, a great many activities ranging
from tutoring to answering reference questions and providing customer service involve some type of
diagnosis.

Diagnostic categories.

Diganosis can rely simply on a rote decision tree ((sec:decisiontree)). Or, if human judgement is used
it involves matching the behavior of a system to a mental model ((sec:mentalmodel)) of that system.
However, as with many inference tasks, there prior assumptions or reliance on misleading information
can lead to errors.

The initial presentation of symptoms can be explored by additional observation and testing. Such tests
allow the systematic decomposition of problems and elimination of alternative. Testing and problem
solving to rule out alternatives. Experience in selecting effective tests. (4.1.1) such as generate and test.
Critical thinking (5.12.0).

Diagnosis is more challenging when there are multiple faults and especially when the symptoms of those
faults interact with each other.

Qualitative reasoning models for automating diagnosis.

4.5. Beliefs and Attitudes

We make a broad range of attributions about the mental states such as beliefs, goals, attitudes, opinions,
and values. These are informal, and often contradictory, descriptions.

While some models of human cognition assume that the representations of information is based on
Aristotelian categories, other representations have also been considered. Models of beliefs and attitudes
often seem to assume fuzzier representations. In a sense, they are like prototypes. Moreover, in some
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Figure 4.24: Support for diagnosis and repair with an augmented reality overlay[32]. (check permission)

cases, all of these terms sometimes refer to a general orientation and at other times to more specific
issues. Beliefs often reflect expectations about social interaction. Opinions, which are generally thought
not to have a strong affective component, are covered elsewhere. Attitudes are related to beliefs but
include some emotion. Values. Opinions.

Inferences about future events. Optimism bias [?] relative to an objective view.

4.5.1. Beliefs and Belief Systems

Beliefs
Beliefs are the expectations about the state of the world upon which a person act. Belief is intertwined
with the confidence. Beliefs may reflect expectations and inferences. Some beliefs may be the result of
extensive inference from other knowledge or beliefs.

Beliefs for conceptual organizations and beliefs about the state of the world.
Two senses of beliefs: “I believe it is raining today.” versus “I believe in you.”
Framing a debate to emphasize certain beliefs. Reasoning about beliefs.

Beliefs and what is considered to be valid evidence. Beliefs from a trusted source. In modern society,
many beliefs are based on scientific principles. Beliefs and science. Mental models as beliefs about
actions and outcomes.

However, many intutions are simply incorrect. A simple example is the gambler’s fallacy described
above.b

People’s misconceptions. Complex narrative. True believers. World views. Handling contradictory
evidence.

The beliefs of one person can seem tenuous. What should we make of claims about UFO? Even when a
claim is disproven, some people may continue to believe in it and just modify it slightly33. 631 But, it’s
also true that everyone accepted some things on faith. Beliefs apply particularly to social attribution
and categorization (5.5.2) of social motives since we have little confidence about them. Pseudo-science
(9.2.2).

Figure 4.25: Some people believe that UFOs are staged; some people do not. (check permission)
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Given the ambiguity, people’s beliefs may often reflect positions that benefit them. But what is the
cause-effect.

Accepting the accuracy of a fortune cookie. Horoscopes (Fig. 4.26). Conspiracy theories. People may
use narratives to make inferences about beliefs. Conformity and beliefs.

It won’t be one of your greatest days. If you’ve been on a roll at work or school, then today may introduce
a slight slump, thanks to pesky influences. Take a leaf out of Gemini’s book and take it slowly: don’t
rely on it all working out: a plodding, measured pace will ensure fewer mistakes!

Figure 4.26: Horoscope example. People believe such statements apply to them even if they are entirely generic.
(check permission)
Belief Systems
Belief systems are networks of inter-connected beliefs. They are coherent to a point. Beliefs and cultural
values (5.8.2). Core beliefs. Ideology. Cultural origins of belief systems.

Many belief systems are internally coherent and are readily accepted when accompanied by social
pressure. Shifting from one framework to another under extended subtle pressure is sometimes termed
“brainwashing”.

Belief systems are often not based on logic; rather they are often based on culture (5.8.2) and self-interest.
Many belief systems are internally coherent and are readily accepted especially when accompanied by
social pressure.

Stories of causal relationships. This is sometimes described as “creating a narrative”.

Representing Beliefs
Some efforts have been made to model such beliefs (-A.7.4)8]. It’s unclear whether the detailed beliefs are
stored or whether there is a continual process of interpretation from the core beliefs. Indeed, sometimes
elaborate belief systems may be constructed based on just a few core beliefs. These are often associated
with culture.

How do people make inferences based on belief systems. Beliefs vs conceptual systems (1.1.4).

.

Figure 4.27: Belief network.

4.5.2. Attitudes

An attitude is an orientation toward an object or concept. As such it, it more than a purely cognitive
connection. An attitude incorporates a context which makes them fuzzier than concepts. It may be
viewed as emotion inflected cognition. The term is sometimes used interchangeably with beliefs but
more generally, attitudes include an affective component (4.6.2). Attitudes are widely used to explain
behavior. For instance, attitudes are considered useful predictors in determining adoption of a new
technology (7.9.6).

Unlike models of inference discussed earlier, inference involving attitudes is more like constraint satis-
faction. This is also sometimes described as field theory which can be thought of a a type of constraint
processing.

Attitudes are inter-related and generally coherent. Theory of Reasoned Actions. Among other factors
attitudes and beliefs often reflect a person’s self-interest®). Conformity is a tendency for the opinions
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of members of a group to converge. High-status individuals often can be opinion leaders. Relationship
to norms (5.3.1).

People are usually attracted to people with similar values and they also tend to adopt additional values
from those other people. Thus, values tend to cluster within a group and may be polarized from other

groups [?].

Figure 4.28: “Well Heck, If all of you smart cookies agree, who am | to dissent?” As an illustration of conformity in
conflict with an expectation for independent judgment. (redraw-K) (check permission)

Selective Exposure Theory (Confirmation Bias)
Attitudes seem to affect the willingness with which people accept new information. People tend to
seek out opinion statements that are consistent with their beliefs and avoid opinion statements that are
inconsistent with their beliefs. We may have a certain attitude toward one political party or another,
and even a great deal of rational evidence may not convince us to change that opinion. However, there
are also times when people will seek out perspectives which are contrary to their own.

1 10 diss

Not only are attitudes correlated with actions, but attitudes seem to affect the selection of information
sources. A person from given political party may prefer literature consistent with that party’s message.
Though, of course, there are also some times when individuals will seek on opinions and facts which do
not support their own beliefs.

From Attitudes to Intentions and Actions

Attitudes generally seem to predict behavior. When they do not predict behavior we may look for other
constraints. A person many not act on their attitudes if are being paid to do something else. We might
get a better indication of a person’s likely behavior by asking them about their intentions (Fig. 4.29).
Even a decision to act may not result in a completed action if, the person is physically blocked from
being able to do that. While attitudes are generally predictive of behavior, and the usual assumption
is that attitudes actually cause behavior (e.g., Fig. 4.29) an alternative model suggests that in some
cases, behavior causes attitudes!'8!. This difference has implications for attitude change.

Intention versus practical action. BDI model for plan recognition (3.7.2) and agents (6.5.3). Propositional
attitudes.

Forming and expressing a plan makes it more likely for that plan to be acted on.

Opinions of otﬁy\ \w‘ure Opportunity
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Figure 4.29: The usual model for attitudes proposes that attitudes lead to intentions and eventually to actions. We
may have an attitude about voting. That is carried into an intention, a decision to act, and ultimately actual behavior.
9]
Attitude Formation and Change
Attitude change can be hard. While attitudes are resistant to change, we can explore the situations in

\
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Figure 4.30: An alternate model of the relationship between behavior and attitudes, behavior may be used to infer
as attitude: Behavior may be determined by past experiences and not by attitude. The same logic could also be
applied to the origin of beliefs.

which do change. Information plays a part in the development of attitudes, but other emotional factors
also contribute. One of the most important factors is source credibility. Indeed, this is consistent
with sensible information literacies (5.12.2). There is a relationship to argumentation and rhetoric
(6.3.5) through the presentation of reasoned arguments.

Persuasion includes both attitude change and ultimately changes in behavior. Advertising is an every-
day example of persuasive speech. Some advertising is primarily informational, in that it simply tells
you about a product, but advertisers also use other, more subtly persuasive tactics. Persuasion and
belief revision.

A new car may be advertised as making you likely to catch the attention of attractive members of the
opposite sex. Other techniques include an appeal from a person of apparent high status, or grabbing a
person’s attention and goodwill with images of dogs or children, which has the halo effect of generating
goodwill toward the product. Fear can facilitate attitude change. For instance, in showing the health
consequences of cigarette smoking. However, many people eventually learn to ignore that message.
Dual processing models are information processing models for how persuasion might work.

Social media, data mining and persuasion.
Persuasive technologies. Persuasive games.

Attitude Change Simply makeing specific plans may enhance the likelihood of action.

4.6. Emotion, Affect, and Motivation

While we have focused on information systems; human being, of course, also depend on a biological
system — their bodies. People have biological needs for air, food, water, minerals, and moderate temper-
ature. People are not just neutral information processing machines, but there is a close connection of
information processing and decisions with their biological needs. Social interaction has a strong aspect
of emotion and affect. Brain science (-A.12.2). Social affect and the social brain (-A.12.2). For instance,
there is a distinct part of the brain devoted to face recognition. Relationship of cognition to emotion.
Emotion is more automatic. Embodied Action.

Figure 4.31: The conflict between human reason and human emotion is a common theme of science fiction as
illustrated by the characters Spock and Data in StarTrek. (check permission)

4.6.1. Physiological Arousal and Emotion

It turns out to be important to distinguish physiological around from emotion. Unlike learning, emotion
is transitory and generally does not change a person’s mental representation. However, there is research
to the contrary. Regardless, we may also judge emotions in others by observing individuals and drawing
conclusions about their situations (5.5.2).
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An individual may experience dissonance — a discrepancy between the expected and actual outcomes
of events and a generalized physiological reaction. Simple physiological arousal is a strong component
of emotion. Indeed, one theory even asserts that emotion is simple generalized physiological arousal, to
which the individual applies a label consistent with the situation. This is a type of social categorization
(Fig. -A.115). Interaction with cognition, such that the “fight or flight” reaction can be minimized if
it the cause of the noise is benign. A violation of expectations often leads to at least a mild emotional
reaction and to learning. It is accompanied by a surge of dopamine which is a potent neurotransmitter
(-A.12.2).

Emotion affects cognition and decision making presumably because it reduces cognitive processing
capacity[*6l. Emotions can be too immediate and powerful to allow much analysis outside of them, yet
these very same emotions demand immediate action. Emotions affect memory and attention. Emotion
reduces human information processing capacity (Fig. 4.32).

\\\; 4
Figure 4.32: Emotion reduces cognitive processing capacity.
Humor and surprise.

Fear and aggression. Violence and arousal and video games!™ (5.9.4), (11.7.0). Bio-sensors can also be
used for health monitoring.

Figure 4.33: Designing for affect. Wearable bio-sensor!”. (check permission)

Two models: imitation and catharsis. Increasingly, interfaces attempt to monitor and adapt to human
emotion; this is an example of expressive and affective computing (4.6.2).

Determining Emotions in Ourselves and Others

Important to know the reactions of others. Emotion as signaling to others. While emotions serve a
biological function such as spurring us to action in the face of danger, or bonding us to another to aid in
the propagation of our species, the expression of emotions also serves a social function. We have a rich
vocabulary for describing emotions, from “hate” to “love,” and we freely apply those terms to ourselves
and to other people. Emotions perform various functions in society, primarily serving as a basic means
of communication between individuals. Guilt, for instance, is a fairly specific reaction and does not
have sp[ec]iﬁc correlates. Attribution (5.5.2). Emotions demonstrated by gestures. Social significance of
smiling[65).
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Facial displays. Identifying the different types of emotions. Perhaps emotions can be explained as a
type of social categorization ®®). One theory suggests that individuals cannot accurately sense their
own emotional states, and so use external cues in their environments (such as the reaction of other
individuals) to help them determine their own emotions!®?l. When we observe emotions in other people,
we may depend on biological signals such as extremes of facial expression (Fig. 4.34). However, there
is much research indicating that these extreme facial expressions are not culture specific; rather that
they are understood by everyone, regardless of the culture in which they were raised.

Avatars generating appropriate facial expressions.

Figure 4.34: Expressions which are at the extremes of the Facial Affect Coding system: Anger, fear, surprise,
disgust, happiness, and sadnessl*!). (redraw-k) (check permission)

4.6.2. Affect and Aesthetics

Affect
Affect is a weak form of emotion. Affect and communication of social intent. Regulation of affect and
self (5.5.1). Affect is interwoven with attention (4.2.2) and higher-level cognitive processing. Affect from
social interaction. Mining affective texts and speech (10.5.3).

Experience management. Entertainment (1.6.1). Group interaction. Affect and tutoring. Affect is
integral to almost all human action. This is it natural to incorporate it into under interfaces. Games
(11.7.0). Affective design. This may include designing to induce and manage affect. Or designing to
develop a meaningful interaction with an artifact. Gamification supporting user engagement.

Pleasure and Aesthetics
Some objects and environments give people pleasure. This is often by blurring conceptual or emotional
boundaries.

Interest and engagement. Aesthetic responses, such as the pleasure from a piece of music, are weak
types of emotion.

Mere familiarity can have a big effect on preference. Remarkably, mere exposure to stimuli leads to
preference for them %9, Similarly, as suggested by so called “hidden profiles”, people prefer positions
with which they are familiar!®.

Pain. Anger.
What is beauty? Mood. Engagement. Music selection systems.

Rap. Poetry. Trope such as a turn of phrase or allegory.
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Figure 4.35: People show more interest in patterns with a moderate level of complexity such as those in the middle
of the diagram as compared to the ones on either end (adapted from['?)). (check permission)

Entertainments provide an emotional ride.

Interaction with Emotion Inducing Information Resources
Comparable to information behavior which we discussed earlier. Aesthetics. Everyday aesthetics. Art:
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Visual (11.1.1), music (11.3.2), and dance (11.5.1). Presumably, horror movies are popular because they
provide an emotional jag. Self-management of aesthetic material. That is in some cases, people clearly
enjoy strong emotions.

People also sometimes prefer visual novelty and complexity 2. When viewing artwork, often the
greatest preference is for objects with moderate levels of complexity (Fig. 4.35); complexity seems to
affect interest and attention. People manage their moods; they generally avoid boredom and often seek
excitement 2 [70],

Increasing difficulty of video game levels. Anger management.

Memorials. Reconciliation. Commemoration. This can also be seen as a type of cultural record (5.9.3).

“Shed no te

Figure 4.36: Pet memorial Web sit. (check permission)

]

Figure 4.37: Attachment to objects. (check permission)

4.6.3. Motivation

The basis of motivation is survival needs such as food, shelter, reproduction, and related needs such
as sleep. People will also work to avoid things which hurt them some of which are indicated with the
painful stimuli. People often prefer novelty. There are advantages for people to explore and know about
their environment.

Maslow’s needs. This could be considered a motivation ontology. There are also many types of social
motivation. Sociability, social recognition, and social engagement are often highly motivating. Social
factors, such as fear, shame, or anger also play a role in an individual’s decision-making process. Social
approval and status can also be highly motivating. Social pressure. (5.0.0).

Pure information processing does not focus on motivation. Indeed, in Western culture there is a long
tradition of considering the mind as something separate from the body. The expression “The mind is
willing but the flesh is weak” echoes this belief. Because these two components are often thought to
act independently, this notion is called “dualism”. However, there are many reasons to dispute this
traditional separation. Models of emotion and information processing. This is also related to other
dualisms such as intention vs action, and belief vs conduct. The physiological system can be seen as
complex system that seeks homeostasis although this can be complicated by addiction (-A.12.2).

Intrinsic motivation for, instance, in games. Mediated intimacy. Emotional health. Empathy (5.5.3).
Motivation and brain science. Motivation and addiction.

SIMS modeling motivation.
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Incentives and Rewards
People will clearly work for rewards. Extrinsic and intrinsic rewards. Setting up contingencies and
incentives. As noted in the following section, money for rewards adds complications. User engagement
as an incentive. How should we structure incentives?

Gamification points and explitic rewards. Resistance to explicit rewards (4.7.0).

Incentive can have a negative effect. For instance, a person who is paid to read a statement with a
controversial opinion may later change his/her own opinion toward the controversial opinion later if
paid a small amount but that change is less is the person is paid more. Sense-making is derived from
dissonance. People make inferences not only from what they say but also from the conditions in which
they say it. Complexity of actual motivation but also the perception of motivation.

How enjovable was the task?

Mezan Rating of
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Figure 4.38: Dissonance illustration. (check permission) (redraw)

Learning, Affect, and Motivation
There are many reasons we learn but one of strongest is learning based on motivation. However,
motivation is essential for instrumental learning. That is, for learning how to do things which fulfill
goals. Attaining motivators is rewarding. Motivation and working for rewards. Motivation seems
directly tied to learning. We are more likely to learn something if there is a clear motive for doing so.
Biological systems also show adaption and a kind of learning. The human body stores excess food in
the form of fat to protect against times when food is not available.

Social interaction is itself a strong motivation. Because they are essential to human life, the basic
human needs are interwoven with human social organization, family, and culture. Social motivation
and altruism. Social isolation reduces social control mechanisms. [34.

Coghnition, Social Factors, and Motivation
Cognition can affect the perceived value of rewards. For instance, a person may discount value of
an actions if the reward is perceived as being too large.  Activities in the real world have multiple
tradeoffs. Contingencies and incentive. People may not take an immediately-available alternative and
to wait for another one. While this “delay of gratification” may be beneficial, it is difficult to learn[®%.
Internal monitors. Internalized motivation. Self-efficacy'®. Self-regulated learning. People’s judgment
of their capabilities.

4.7. Psychology in the Wild

In one sense, this whole chapter is about psychology. In the sense here, psychology describe decisions
and tradeoffs of the whole organism. Bias toward stability.

Many apparently common-sense expectations about behavior such as the response to policy mandates
are wrong.

Frequency of exposure effect.
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Judgment of responsibility. Internalization of trust.

Saving face. Information avoidance. Self-expression. Interaction of concepts, beliefs, attributes, emo-
tions, and motivation.

Information overload. It often isn’t possible to access all information about a topic. So, there has to be
triage. That is, picking and choosing the most promising sources. Information phobias. Psychological
disorders.

Interacting with other people. Social incentives. Karma points.

In some cases, human behavior can be easy to understand. We have seen that aggregate crowd behavior
can be predicted reasonably well. Similarly, behavior in constrained situations can often be predicted
well. Human behavior in more complex situations is very difficult but would be very useful to predict.
Similarly, developing intelligence agents with plausible human behavior would be of great interest for
interactive environments such as games and teaching. Artificial Psychology. Application to avatars
and video games (11.10.3). Conversational agents (11.10.4). Parallel to artificial intelligence. Affordances.
Modeling attributions. Modeling and predicting human behavior.

4.8. Human-Computer Interaction

The field of HCI deals with the design and development of interactive user interfaces. There are many
dimensions to the interaction of people with information systems. Some of the interaction depends on
the task, some of the structure of the information, and some on the cognitive processes and affective
responses of the person, or perhaps of a team working on a project. Thus, human-computer interaction
can deal with very narrow tasks and very specific interaction techniques and on the other hand, it can
deal with relatively complex sequences of actions as people complete tasks. The emphasis on interaction
broadens into considering the impact of activities than the interface design itself or the task activities
employed and those issues are discussed later. Hierarchy of levels of interaction. Increasingly resembles
social interaction rather than tool-based interaction.

Design process with prototyping.

Task
4 N

User <——— System

Figure 4.39: Task-Users-Systems. Here the focus on the interaction between the user and the system.

Interface

System
Figure 4.40: Hierarchy of levels of interaction.

Persuasion, simulation environments. Embodiment. Interaction with social agents.
Constraints for design can include technology, organization issues, user capabilities.

Specific application of cognitive issues in problem solving and task completion. We already explored
some issues for supporting collaborative interaction. Detailed understanding of the tasks to be accom-
plished and the steps needed for completing them.. Activity theory (3.5.1). Applying design methodolo-
gies such as scenario-based design (3.8.0).
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Technology both reflects and shapes organizations and society. In some cases, complex information
systems are a poor fit and are rejected. Finding a balance between system needs and user needs and
abilities. This is does with use cases and interface design principles (4.8.2). TAM (7.9.6). Agency and
user control. How much should a user know about what a system is doing on their behalf. Markus’
interaction theory.

When we consider interfaces for complex activities, we need to include understanding of the task the
user is tying to accomplish. This, then, involves consideration of requirements; in particular use cases
(3.10.2). Design (3.8.0)steps include: Goals, claims, assumptions, technologies!6%.
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Figure 4.41: Structured input. (check permission)

Ergonomics and human factors.
Genres of interaction: command languages, WYSIWY G, mobile/social.

4.8.1. From Interface to Interaction
Both people and computers are very flexible. Both are able to adapt (or be adapted) to new situations,
often in unlikely ways. Interactive systems limit and direct a user’s behavior.

Confidence in estimates of utility (-A.9.4). Economic analysis (8.7.0).

One such heuristic claims that “an interface should strive for consistency”. Consistency provides users
with expectations of where to find things and facilitates the transfer of skills from one task to another.
Consider the design of desktop interfaces — a person with no knowledge of a particular program is
able to navigate through it fairly easily because of design consistency. However, all such heuristics are
limited. There can be consistency within a single tool but may be inconsistent with the design decisions
made for other tools.

| Dimension | Description or Example |
Internal Within a single tool.
Desktop Across a set of tools on a desktop.
Real-world Virtual environments are consistent with the “real world”.

Figure 4.42: Three dimensions of consistency for user interfaces (adapted from[36]).
Building applications based on user interface requirements (7.9.1) and designs (3.8.0)
Design and evaluation are closely intertwined but we will try to discuss them separately.

4.8.2. Interaction Design and Evaluation
Different levels of design — from task to action.
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Applications versus environments. Desktops (3.5.4).

Interaction Design
Design for complex and interacting activities. Several strategies have been proposed for designing
interfaces. Ultimately, design reflects cultural values.

Scenario-based design and activity scenarios[*?. Scenarios have: Actors, background, goals, and se-
quences of actions. Claims analysis provides explanations for some of the design decisions. Consider
different types of users. Use cases (3.10.2).

Design of user interfaces and design of computer programs [?] or, of information systems. Interface
design prototypes and as part of the design cycle (Fig. 4.43). Story-board and scenario-based design.

Design for engagement and sociability.

Figure 4.43: Lo-Fi vs Hi-Fi prototypes.

Interface Engineering

When the user behavior is highly predictable, systematic support can be developed. Perhaps, we could
use them to engineer an interface, much the way that other engineers design a bridge or a rocket.
Quantitative models focus on data and specifics to increase usability. Predictive models for interface
design might be based on psychological principles. Specifically, we can apply models of perception
(4.2.1) and motor behavior to predicting the time users spend making responses. However, the details of
the predictions have not proven to be very insightful. State-based models (3.10.1) can describe interaction
sequences (Fig. 4.44). This is also related to full use-case diagrams (3.10.2).

Figure 4.44: State diagrams for interaction with a user interface. (redraw) (check permission)

Eq. 4.3 suggests that a response is simply the sum of component activities (cf. ?!1). Thus, we might
expect the amount of time spent to move a mouse to a target would simply be the sum of the time for
understanding the task (C), the time for finding the target (P), and the time for moving the mouse (M).
We might estimate that a task would require 1.1 seconds of cognitive time, 0.3 seconds of perceptual
time, and 1.0 seconds of motor time for a total of 2.4 seconds. While this approach works well, it may
be limited by not allowing for the user to do two of these activities simultaneously.

response time = cognitive time + perceptual time + motor time (4.1)
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C+P+M (4.2)
1.1 sec+ 0.3 sec + 1.0 sec (4.3)

R
2.4 sec

Fig. 4.45 shows how formulas like Eq. 4.3 calculates the times of experienced users completing edits
with two text editor deletion commands as a function of the number of characters being removed. A
projected third command (dotted line, Method S) might save a few seconds in the region where it
crosses the functions of the other two commands. To determine whether it is worthwile to add the new
command, we need to compare the benefit of time saved with the difficulty involved for the user in
having to remember the additional command. Multiple feedback mechanisms.

/F eplace

Erase

—

ackskip

Time

# Words Edited —

Figure 4.45: There are (at least) three ways that a word substitutions could be made with a text-based word
processing system. This model attempts to predict the time for each of those options. Give such predictions, we
might then be able to decide whether including all three commands was useful given the extra effort required to
learn and remember the command?*.
There are many other factors which must be considered in any tool design such as the amount of time
the user will spend with the tool and, thus, the number of features and options which that user will be
able to remember. The physical characteristics such as display size, its “form factor”, can affect the
effectiveness of a device (Fig. 4.46). A large display gives a sense of physical presence and, indeed, of
social presence (5.6.5). Protocols.

Figure 4.46: Small and very large display form factors give very different effects. Attempting to display complex
information on a small screen. (check permission)

Minimizing errors.

Task and Job Analysis
This follows the workflow specification. Understanding what needs to be done versus re-designing the
tasks. Representing tasks. Hierarchical task models. Task operators. Beyond workflows to include
mental times and user knowledge. Indeed, a wide range of formalisms have been proposed. There is
an ongoing debate about the relationship of these relatively formal task models compared to narrative-
based approaches such as scenarios.

This specification can also be useful for documentation (7.9.6). At a deeper level, the task specification
is also related to the user’s cognition. GOMS. Cognitive task analysis (CTA) extends task analysis
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(3.5.4). What do people actually do to complete a task®”. Cognitive task analysis - what is the task
from the user’s viewpoint.

4.8.3. Evaluation Strategies
Expert reviews. Experiments. Discount usability: think aloud, heuristic evaluation.

In a cognitive walkthrough, the designer describe the features of the system to another person[®”. A
similar technique can be used in evaluating complex multimedia productions*”). Combine technological
developments with human needs. Cognitive walkthrough for metadata.

4.9. Individual Differences

People differ from each other in many ways. There are physical differences such as height and behavioral
traits such as handednesss. Presumably, these are based in physiology. There are also learned differences
such language and culture as well as social role differences.

Rather than focusing on general principles of behavior and cognition, we could focus, instead, the ways
in which individuals differ. They differ in the languages they speak, in their physical abilities, and in
their preferences. The origins of these differences are widely debated; in some cases these differences may
be biological and in other cases the differences may be due to experience or education. Representations
can be built into applications

The origin of individual differences may be different experiences, cultures, and expectations or it may
be more deep seated such as physiology and genetics predispositions. Knowledge work, or the process
of obtaining or constructing new knowledge, is highly individualized. Every individual has a method of
working that best suites them. While standard techniques and processes may be important and useful
to know for virtually all people working within a given area, the ways in which these techniques are
applied by individuals are too numerous to list. Information systems are applied differently by different
users. The difference of adapting to the users and adapting to the tasks of the users is often confused.

Digital divide.

4.9.1. Cognitive Differences

These cognitive differences are intertwined with other differences among individuals, such as age.
Fig. 4.47 shows a test for spatial ability. Spatial ability seems to be relatively consistent to be re-
lated to activities such as navigation, and it predicts the ease with which a person can use a graphical
interfacel®!. Spatial neurons (-A.12.2).
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Figure 4.47: Paper folding test for measuring individual differences in spatial abilities!®]. The student is asked to

decide if holes punched in a folded piece of paper, as shown in the sequence on the left would produce the pattern
in the unfolded piece of paper shown on the right.

4.9.2. Age

Passages. Stages of life. Individual differences in information needs. Youth services (7.2.1). Role in
proving community information.

Children

At one extreme of the age spectrum, children have limited knowledge and cognitive processing skills.
Children learn differently from adults. While strict developmental categories has proven to be too
simplistic ®!, Classification systems to help children locate materials may need simplified categories.
Young people generally have more difficulty finding facts than complex information. Difficulties of
young people in formulating queries for search engines and then in understanding the results of search
engines. Cognitive abilities by age. Working with children in developing user interfaces!*3l. Language
and age (6.1.3).
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Older Adults
At the other extreme, elder users, who make up an increasingly large segment of the population, often
have limited perceptual motor abilities, or they may have age-related diseases. As we discuss when
considering differently-abled users, age affects us all. Eyesight deterioration is a common consequence
of aging. Management of chronic pain.

Figure 4.48: Big buttons can help the elderly. However, even if the buttons are large the functionality can still be a
challenge. (check permission)

Age limitations.

4.9.3. Disabled Users

Human beings are fragile. Varying degrees of abilities. As a result of accident or birth, people differ
from one another in their abilities to perform certain tasks. Some of these differences are based on
physicality, while others are based on cognition. Impairments may affect one or the other of these
components. How do we compensate for these differences? Often this just means that a response for a
given action takes longer. However, if a system were designed to better meet the needs of a differently-
abled user with more thorough interface engineering, this response-time delay could become negligible.
Impairments due to health-conditions.

Everybody is “differently-abled” in some sense. People can be color-blind, very tall, very short, unable
to hear, to smell, to see, unable to walk, unable to run fast, uncoordinated, bad at math, bad at art, or
even temporarily “differently-abled” such as being unable to use their hands when driving. Allowing
systems to be tailored to suit individual needs would allow more people to participate in more tasks
more effectively. Ideally, we would have tools which are usable by everyone — that is they should have
universal usability. Substituting modalities and motor capabilities. We might support brain damaged
patients or senior citizens.

Disabilities research to provide compensation for the disabilities.
Assistive technologies. Stakeholders for assistive technologies.

Sensory Disabilities
There are many ways for people to acquire information about their environment. Some modalities are
better than others for imparting certain types of information. Music is obviously best delivered using
an audio modality. Some modalities may be substituted for other modalities.

Visual impairments range from poor sight to color blindness, to complete blindness. There is a cor-
respondingly large range of visual enhancements that can to overcome a visual deficit. These include
providing descriptions of actions to support interactivity; magnifying text using video; touch screens
that also involve speech for developing a mental map of a Web site; speech versions of text documents
or descriptive videos. However, vision may even be replaced in some circumstances. Speaker character-
istics can be controlled in text-speaking programs so that a different inflections can represent links, for
example. Menu options can be spoken rather than displayed, and Braille generators are getting cheaper,
though there remains the difficulty of representing images in Braille. Reading disabled and automated
text-to-speech reading programs. Adoption of assistive technologies - who are the stakeholders.

Ebooks for the blind. Labeling graphics. Mobile phone apps for blind. Color identification. Sceen
identification.
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Screen-readers. Closed-captioning can be used for people with hearing loss to allow them to read what
is being said. An avatar (11.10.3) can train students who want to learn lip reading [?°! (Fig. 4.49).
Alternatively, automatic lip reading systems might be developed.

Figure 4.49: An avatar can help teach lip reading[?®). (check permission)

Motor Disabilities

Until recently, computer effectors have been primarily limited to keyboards and mice. These have
proven very effective for the majority of users, but some people may have difficulty with these devices.
Some motor-impaired users can simply switch to standard devices such as track-balls. Other options
are typing via head motions, or using speech control for a Web interface. In some cases, one can enter
text by blinking, or control a keyboard by blowing into a tube (Fig. 4.50). More fundamentally, if a
task can be decomposed and reduced to its most fundamental and necessary elements, it can then be
optimized for different modalities.

Figure 4.50: The physicist Steven Hawking has Amyotrophic Lateral Sclerosis (ALS), also known as Lou Gehrig's
Disease, a neuromuscular disease. He often uses a speech synthesizer that is controlled by eye and mouth
movements. (check permission)

Cognitive and Learning Disabilities.
Cognitive and learning disabilities are often neurological. Whether present from birth or brought on by
trauma or disease, people suffering from a cognitive or learning disability may find it difficult to utilize
many common programs and systems. However, information systems can be designed to better suit
their needs (Fig. 4.51)16!). Aphasia is the loss of the ability to understand spoken or written words, and
it can be caused by an injury or disease that targets the language centers of the brain. Image-oriented
design can help those with aphasia to use information systems. Brain science (-A.12.2).

| Type | Description |

Autism | Difficulty in social interaction
Aphasia | Language disorder. Difficulty with understanding.
AD/HD | Lack of continuity in attention.

Figure 4.51: A few examples of cognitive and learning disabilities.

Computational behavioral science (Fig. 4.52). Analysis of autistic behaviors. Automated behavioral
analysis. Diagnosis (4.4.5, 9.9.2). Interactive environments for teaching autistic individual skills to cope.

Another major group of disabilities is learning disabilities. Dyslexia is a cognitive impairment which
affects the use of language This can include difficulties in both reading and writing (Fig. 4.53). It is
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Figure 4.52: Detecting autistic behaviors from multimodal analysism. (check permission)

often typified by difficulty associating spoken words with the same word when it is written; letters in
a word appear to be out of order. Design-based aids for dyslexia can often be relatively simple: font
changes and re-readers can help people with dyslexia process information (10.2.0). Brain science and
dyslexia (-A.12.2). Also, schizophrenia.
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Figure 4.53: Example of writing by a dyslexic[64]. (check permission).

Personality Traits?

A person’s behavior is often determined by factors such as the immediate task they are trying to
accomplish (3.0.0). A personality trait we ascribe to another person is a models for our predictions about
that person. People tend to develop habits to engage in or deal with similar tasks or situations. In many
cases, what is called “personality” may simply be a consistent reaction to a consistent environment 3,
Still, there seems to be a type of homeostasis by which people tend to revert to those environments in
which they are most comfortable functioning. Individuals interact with their environment. Personality
versus roles.

Indeed, it is vvery difficult to make any generalization about categories of people.

4.10. Personal Data, Personalization, and User Models
Big data in science ((sec:bigdatasci)). Medical data.

4.10.1. Application Usage Characterstics
Shopping data.

4.10.2. User Models

We would like to capture, represent, and apply distinctive characteristics of users such as preferences,
affective state, needs, and history. In conversations, participants adapt to one other (6.4.0), making
allowances for accent, vocabulary, or personality. Indeed, adaptation is a characteristic of many sorts
of interaction. Information systems can be designed to adapt to the differences among users. It may
often be easier for a system to adapt to the user than for the user to adapt to the system.



4.10. Personal Data, Personalization, and User Models 145

User models may be contrasted with mental models (4.4.4), which are expectations that the user has
about the computer. Just as a user’s behavior is often greatly affected by the tasks in which they are
engaged, a user model might be coordinated with the computer’s task model that is used for a particular
job (7.9.3). Properly coordinated user and task models could allow the system to make routine decisions
for people as opposed to allowing them to have an optimal set of choices; this would decrease the
complexity of the system, and allow it to be utilized by a wider variety of people. The values of these
independent variables can be obtained explicitly from the user. Or, they may be inferred indirectly
(implicitly) from some aspects of the user’s actions. This can be the basis of complex services such as
personalized travel recommender systems. Privacy, data integration. Predicting online behavior.

Assessment to fill those models. Personal assistants that learn.
Affective user models. Adaptive hypertexts and drama management.

4.10.3. Personalization

Personalization can be based on user attributes. Personalization versus situational context. Personal-
ized search (10.11.4). Explicit and implicit personalization. What information about users to capture?
Algorithmic personalization may narrow a person’s exposure to diverse viewpoints.

Meta-design and human crafters.
Cross-platform tracking and personalization.

Beyond personalization to prediction of a person’s behavior. Anticipating and predicting what the
person is doing.

Customizable technologies.

| Type of Independent Variable | Examples
Tasks homework assignments
Skills and knowledge know a location, know how to program
Attitudes and transient personal characteristics | mood, hunger, interests
Stable personal characteristics marital status, education, languages spoken
Culture and norms
Demographics, group membership age, political party

Figure 4.54: There are several levels of detail from predictions can be made about people (adapted from[u]).

Personalization often means specializing by tasks in which a user is engaged. Networking and new com-
putational resources allow transactions to be personalized much more easily than used to be possible.
When considered broadly, user models often include task models and even queries. An important factor
in the effectiveness of the predictions is the stability of the behavior®?l. There are many applications of
user models, such as a personal aerobics instructor moving at your optimal pace, a recommender sys-
tem (5.5.5), or personalized language generation (6.4.0). Tutoring systems and statistical student (user)
models (5.11.3) such as the geometry tutor['4.

Personalization has great commercial appeal as well. Advertisers would like their materials to be
relevant to users; this is the idea behind targeted advertising. Advertisers look for user attributes
that are most applicable to their particular advertising goals. This streamlines advertising and reduces
costs for both the distributor and the consumer. Real-time targeted ads. How to pick the best-match
advertisement to present given the fragmentary information about users. Auctioning impressions based
on real-time web interaction.

Mass Personalization with Big Data.
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4.10.4. End-User Programming

Programming allows the specification of complex constraints. Some programming languages such as
Java and C++ are general-purpose. Other programming languages are specific. Among those, some are
designed for the end user to do the programming. When programming a VCR, a person may specify the
time recording should start and the channel to be recorded. Programming with command languages
or by moded states. Spreadsheets. Automate repetitive web-based tasks such as gathering information
from an ecommerce tasks. These are often involve lots of semantic structure. End-user communities
which can share tools. This can also be used to set personal options — that is personalization. However,
programming a VCR is notoriously confusing for some people (Fig. 4.55). End-user programming in
the home.

_.— ——— —— - —’
Figure 4.55: VCRs allow users to do limited programming to set functions. However, doing that programming is
notoriously difficult for many users. (screen-dump)

4.11. Personal Information Management

Personal information management (PIM) is often close to the tasks in which people are engaged. There
are many kinds of personal information such as address books, photographs, voice mails, medical
records, and letters. Some of these are digital and some not. And, probably all of us have lost track of
some of our personal records.

Importance of family (5.1.1) for personal records. Mechanisms for family record keeping.

In some cases, PIM applies to everyday information but also information management for groups and
teams. PIM versus group and team projects. Social Memory (5.13.3). Collecting material about separate
individuals to form a picture of a larger group. Different styles of personal record keeping®®. PIM and
personal email (10.3.2) especially nearly complete searchable mail records.

Personalization and privacy.

Citizen archivists. Self archiving. Digital lives (10.3.1) of authors. Personal data. Coordination personal
archives. Management of personal sensor data. Self-monitoring for self-improvement. Comparison to
institutional archives.

Family bible. Chinese genealogy.

4.11.1. Personal Information Resources and Collections

Information management skills (5.12.0). Organizational work activities. Folders. Connection to social
media preservation. Ultimately, this relates to questions of the self and identity (5.5.1) and the nature
of archives.

Personal Collections
What a person collects for him /herself outside of a public or organized source. Personal collections of
information resources Collections (7.1.3). Memories. Value. Amusement.

Diary. Personal reflections. Creation and use. Personal narratives (6.3.6).

PUT - Personal Unified Taxonomy. Personal ontologies. But, ultimately, these are primarily social
creations.

Personal reference collections. Personal photos, Personal notes. Management of personal records (7.4.1).
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Cognition (4.3.0) memory and PIM.
Personal search: search organized by personal relevance.
Project and team archives (5.6.4).

People often go back and search for something they had previously found; this is known as “refinding”.
Landmarks can help people in finding information they have already seen ). However, personal
information systems do not necessarily enhance personal productivity®! (s.8.1). Personalization (4.10.2).
Subjective importance. Retrieval by context.

Privacy and protection of personal infornation (8.3.1). Right to oblivion ((sec:oblivion)).

Information literacy (5.12.0). How do people learn that information resources are useful for answering
their needs. Making the awareness of information needs a higher priority.

Storing and preserving personally created information such as blog postings personal Web pages.
Overlapping personal information spaces. Team and group information spaces.

For effective use, people need to manage their information artifacts. Some online records are easy to find,
but others are only located after extensive searching, or perhaps stumbled upon accidentally. By keeping
an archived record of important or useful websites, the Web itself becomes a more powerful information
tool. Most Web browsers make this particularly easy by providing a “favorites” or “bookmark” function.
Along the same lines, a personal bibliography!®! serves much the same purpose. This is a list of all the
books that a person possesses, or has read, with useful metadata associated with each one. Within an
individual book, a person may place a bookmark to indicate a passage to be remembered, or to mark
their spot. An information environment can be further extended with “altering services”. These notify
users of changes in their information environments and they include Email news alerts.

Lifelogging
While PIM focuses on materials that a person creates, Lifelogging has been proposed to passively record
a person. This could be done, for instance, with audio or video camera they carried around all the time.
Lifelogging tools could also support reminiscence. Personal image collections. Supporting reminiscence.
Autobiography. Diary. (Fig. 4.56).

Figure 4.56: Interface for reflecting on Lifelogs (from[*7)). (check permission)

There are several variations: Long-term personal information management. Personal information man-
agement [*81. Personal collections and digital libraries. Personal image preservation!*. My Life bits.
Sensors. People’s systems for information organization evolve.
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4.11.2. Personal Task Environments and Workspaces

People develop personal information systems for personal information such as cooking recipes. Intensive
personal information management. Cellphones to calendar systems[). Balancing effort and estimated
benefit in organizing information. Allowing commercial organizations such as banks to keep personal
information about you. Managing group information such as the information of your family. Some
tools and some information sources (e.g., an appointment calendar) are used so frequently that they
belong on the desktop Information management beyond personal workspaces. Preservation of personal
information is related to archives which we will consider later (7.5.1). Preservation of personal and family
photos. Desktop computers (3.5.4). Desktop searching. People often click on the same URL time many
times. Searching personal media archives.

Personal Task Support

Individuals will have different strategies for completing the same tasks. various strategies for organizing
their information and task environments. Some information environments are personal information
spaces (Fig. 4.57). Offices and desks are perhaps the most traditional information workspaces. Often,
they are dominated by collections of paper documents, sometimes in disarray. The way in which a
person organizes his or her office or desk can be an indication of strategies facilitating access to the
information needed to accomplish tasks (Fig. 4.58) 7). Setting personal records such a calendars and
contact lists. Personalization (4.10.2).

—

Figure 4.58: Examples of personal information maagement strategies: A neat office (left) and a messy office
(right).

Task Interaction Histories
Many activities repeat with small changes. A person doing them may want to review the steps in a
search or to modify the steps in it. Keeping track of the tasks in which a person is engaged. Tasks such
as searching are often repetitive. A valuable question to ask is, what does a person believe about what
he or she is doing; what do they expect? What data can be recorded about their actions? This may
be useful for searches involving many components. The memory of task completion can be organized
around task semantics; query histories can be maintained (10.7.1).

We can distinguish between individual user models and collective histories. Towards performance
support and help systems (7.9.6).

People know a lot about themselves — their motivations, the approaches to tasks, and the tasks in
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which they have been involved. Keep track of what a person has done; a user’s history can be helpful
in planning future activity. “Bread crumbs” can provide a trail for the user to follow to show where
they have visited previously. Coordinated with person’s memory and current goals. Repeating previous
searches. Making small changes as a complex search with parameters previously derived. Saving search
histories. Characteristics of user searching behavior. Local web sites versus remote web sites.

Coordinating various tasks, and keeping records of search notes, strategies and plans, as well as of one’s
thoughts on the topic and navigation already performed, can all provide a context for continued use.
Ad hoc search procedures.

Visualization of interaction histories could show what the user has done in a given session. The
semantics of action sequences user’s viewpoint; users have a unique perspective based on their own
memories of what they have been doing, and the landmarks and salient events they have observed.
Some activities are engaged in by many people. The cumulative traces left by various users could
indicate areas of productive interaction for new users. Scroll bars are one way of representing user
histories (Fig. 4.59).

Figure 4.59: Rather than simply showing a slider (left) a history-enriched scrollbar (right) can show graphically which
parts of a document have been accessed most frequentlym]. The users may find it useful to navigate to sections
of a document which have been of interest to others. (redraw) (check permission)

Exercises
Short Definitions:

Assistive technology Delay of gratification Habitability
Attention Dyslexia Individual differences
Attitude End-user programming Mental model
Autism Emergent perception Mixed-mode initiative
Categorical perception Emotion Personalization
Cognition Episodic memory Situated cognition
gogmmve load Form factor (display) Short-term memory
oncept map Force feedback

User model

Conceptual model Gestalt

Review Questions:
. Distinguish between “sensation,” “attention,” “perception,
. Compare cognitive representations with database representations. (4.3.1)
. Describe some types of visual impairments. (4.9.3)
. Complete an interface usability calculation. If C'= 0.8 sec, P = 1.4 sec, and M = 1.2 sec what is R? (4.8.2)
. Distinguish between “user models” and “mental models”. (4.4.4, 4.10.2)

7w bR bR

cognition,” and “emotion”. (4.2.1, 4.2.2, 4.3.0)

Short-Essays and Hand-Worked Problems:
. What are the limits of the searchlight metaphor of attention? (4.2.2)
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. Why are people likely to exaggerate the likelihood of highly visible or unusual risks while apparently underestimating

the likelihood of more common risks? (4.2.2, 8.8.3)

Were the representations we use for electronic information systems are relevant to human cognitive representations of
information? (4.3.1)

Have you ever heard a piece of music but not been able to remember its name? How could that be explained by the
dual-coding model of memory? (4.3.2)

Give an example of attempted attitude change by an organization or politician. In what ways is it likely to be effective?
(4.5.2)

Propose an advertising campaign to convince people to stop smoking. Describe why you feel it would be effective.(4.5.2)
How is “motivation” related to “goals”? (4.6.0)

How would you develop a user interface that would adapt to a user’s information processing load? (4.3.3, 4.8.0)
Propose a cognitive explanation for why people so often fail to remember to add attachments to their email messages.
(4.3.0, 4.8.0)

List the advantages and disadvantages of the two calculator designs in Fig. 4.15 (4.8.0)

Give some examples of the use of metaphor in human-computer interfaces. (4.8.0)

What are some of the ways visual interaction could be replaced with audio to support visually impaired users? What
are some of the limitations of this approach. (4.9.3)

Describe what resources are available in your university library to support information access to students with disabilities.
(4.9.3)

What are some difficulties that a person might have in learning to use a spreadsheet? (4.10.4)

Describe some techniques which might be useful for implicitly collecting data for a user model. (4.10.2)

What are the tradeoffs between individual systems for organizing information and common systems for organizing
information? (4.11.2)

Describe your system for organizing your own desk or your online workspace. How could it be improved? (4.11.2)

Test the back button of a Web browser. Describe the algorithm the browser uses to move back. (4.11.2)

Practicum:
Interface design.

. Device design.

Going Beyond:
Is there an objective “reality” by which we should measure the quality of a person’s perceptions? (1.6.2, 4.2.1)

. Information can be transmitted between people via different modalities? How could you quantify the information capacity

of modalities? (4.2.1)

How feasible would it be to develop applications that are specifically independent of interaction modalities and then have
them adapted to the user’s modalities? (4.2.1)

Some animals have very sensitive sensory mechanisms. What is distinctive about the hearing of bats, the vision of owls,
and the olfaction of dogs? Could artificial sensory organs be developed which modeled these? (4.2.1)

Is it possible to say that some sensory modalities allow people to acquire information faster than other sensory modalities?
Give some examples. (4.2.1)

Do two people experience perception in the same way? Is your perception of the color green the same as your friend’s
perception of green? (4.2.1)

Develop a detailed model for how people coordinate multiple complex motor behaviors, such as singing and dancing.
(4.2.4)

Compare the psychological notion of a “stimulus” with the concept of “information”. (1.6.1, 4.3.0)

Our definition of “information” is related to the psychological notion of “stimulus”. Explain this similarity. (1.6.1, 4.3.0)
How much confidence should we have in what people say about their own thought processes and motives? (4.3.0)

How reliable are people’s statements about their own information processing? (4.3.0).

How accurate is introspection? How well can a person tell the mechanisms of their own thought processes? (4.3.1)

How do people know what they don’t know? (4.3.1)

How is long-term memory related to mental models. (4.3.1)

What role does human memory and learning plan in attitude change? (4.3.2, 4.5.2)

Several noted psychologists such as George Miller and Herb Simon have argued that chunking is a fundamental process
for organizing information in human memory. What is the evidence for that? Do you agree that it is a fundamental
aspect of memory? (4.3.5)

How can we validate concept maps such as the one shown in Fig. 4.17 (4.4.1)
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Do attitudes cause behavior or does behavior cause attitudes? (4.5.2)

Develop a cognitive model for the processing of attitudes? (4.5.2)

Describe some of the ways the principles of cognitive psychology are relevant to the design of user interfaces? (4.8.0)
What do we mean when we talk about a “computer user”. What are some problems with that construct? How does it
apply to embedded computing? (4.8.0)

How many bits of information are transmitted (a) by vision, (b) touch 7 (4.9.3, -A.1.0)

What are the limits in the predictability of user behavior? (4.10.2)

Give some examples of representations that might be applied to user models. (4.10.2)

Interview professionals to determine how much time they spend searching for different types of information and what
difficulties they have. (4.11.2)

Teaching Notes

Objectives and Skills:  Be able to apply the principles of human perception and cognition in systems design.
Instructor Strategies: A course with practical orientation might emphasize user interface design, while a conceptually-
oriented course might emphasize human information processing systems.

Related Books
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Chapter 5.

Models of Human Behavior:
Social Interaction and
Social Structures

Groups, organizations, and even societies process and use information. The previous chapter focused on
how individuals use information. Here we consider how groups of people seek for and use information as
well as how information affects the social interaction. Applications of information systems. Toward the
end of this chapter, we will consider education, which combines individual and social aspects. Broader
implications for society are described in Chapter 8.

Understanding the way that information is communicated through different types of structures can
give us insight into both ourselves and new information system designs. There is a continual interplay
between the social environment and the individual with one influencing the other. Here we emphasize
interpersonal interaction. later we will consider large-scale economic and political systems. People are
almost always evaluating what other people are doing. Expectations and representations predominate.
In social systems, like other complex systems, making changes in one factor may have an unexpected
effect in other, seemingly unrelated, parts.

People are highly social and a lot of the information people obtain is from others. We are all embedded
in a complex network of social interactions. Ultimately, social interaction reflects ways in which people
meet biological needs such as food, shelter, and family. This is the root of most norms. Information
exchange is a big part of social bonding, but the information is not always unbiased.

Society is simply booming and buzzing. It’s difficult to capture much about it in a systematic way.
Social as a relationship rather than an entity. Interaction level of analysis. Intermediate level of analysis
for how people create, live with, interpret, and change social structures!*7.

In short, there is a question about the best level of analysis for huamn behavior. Is it at the level of the
individual, the level of society, or some combination of the two. There should be a balance between the
individual and society. The key notion is the interdependence of agency and structure. Social aspects
of activity theory (3.5.1). There is a difficulty in applying the techniques of natural science to social
science (9.2.1).

The previous section included several aspects of social structure, but of course, structure and process
work together. Societies may be aggregates of several different cultures and social rules facilitate
interaction across those social unit. There are many aspects to human interaction and the cumulative
result of all of these interactions is society. One model for social organization suggests that it is
composed of subsystems[®): Goals, resources, coordination, persistence across time. Political, economic,
and cultural sub-systems. Other models assume there are interacting components but assume that the
structures are more ad hoc (5.1.2). These subsystems are continuously finding an interplay. For instance,
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Language
Individual Conceptual Organization Social
Cognition Attitudes/Beliefs/Norms Interaction
Culture

Figure 5.1: There is a continual interplay between individual cognition and social interaction. Language, culture,
and attitudes mediate between the two levels. Indeed, the personal and social are so intertwined that it is often
helpful to consider them as two sides of the same coin.

the balance of politics and economics is seen continual interaction of government and commerce.

Grand social theories ((sec:socialtheory)). Cohesion models. Conflict theory. Structural models vs
functional models.

Social networking systems have given a voice to many individuals and contributes to the claims of
the “wisdom of crowds”. Surely, this is not a universal effect and there is also “madness of crowds”.
When people have minimal information, they often follow other people what other people are doing®!.
However, in many cases, this works out well but it can also create a herd mentality. In the extreme,
we observe fads and manias.

Socialization is the effective meshing of individuals into the social fabric. Social media and social
reading. Socio-technical systems.

5.1. Social Structures and Social Networks

In any social group, there many types of social interaction: family, friends, work, clubs, neighbors.
These can be characterized by sets of nodes and links. We can model the interaction among people
as links in a network in which the individuals are nodes. Charting the path of information and the
means by which it is spread can tell us a great deal about the efficient transfer of information and the
way that individuals gather it. Structure and processes. Ultimately, we many want to consider more
dynamic interactions among people but the network model give us a good place to start. These mirror
Web structure and information networks (2.6.3).

Literal social networks can be modeled by graph theory (-A.3.0). However, social interactions are often
not tidy. These cover a wide variety of phenomena and they show systematic patterns. Social networks
are an idealization. They do not show organizational structure very well. They show more complex
patterns and eventually need to expand to other phenomena. We can think there being several layers
to social networks. A social network as a simple network as a graph formalism is simplistic but is a
good place to start. There are distinct links based on kinship and social roles. Nonetheless, this the
notion of a social network is a useful conceptualization. Organizational interactions as a type of social
network. One has to be careful that the measure of social networks actually represents engagement
among the participants.

5.1.1. Everyday Social Structures and Activities

Beyond simple version of a social network there are, of course, rich types of social interaction. Pleasure
of sociability. Group dynamics and cohesion. Conversation (6.4.0). Social dominance. Social skills such
a relationship planning.

Social interaction tends to become structured. Structural view of social relationships. How have
information systems affected family structure and interaction. Perhaps they have strengthened other
institutions which serve some of the functions that families used to serve. These many be thought of
as constituting community and culture. People interact to develop shared meaning.

Institution roles such family, school and professions provide structure. Social interaction as creating
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obligations and responsibilities.

The aggregate social interaction is society. Interacting with people is an inherent part of being human,
but it can be seen as a bargain we accept — we accept society’s rules in return for its benefits. This

view of why we participate in society is known as the “social contract” 16,

Impression management revealing information to others. Impression management following roles 9.

Roles as determines behavior versus a result of other factors.

Structure and Interpersonal Interaction
There are common elements to all social groups; structure and shared expectations are such elements,
though they can take many forms. Each group develops its own social contract that specifies the various
member roles as they pertain to different elements and/or responsibilities. It is not clear what effect
the information systems have on social interaction in the long run. Can different systems counteract
the isolating effects of geographical separation? Do information systems help us to communicate better
with the people around us, or do they usurp our attention? Division of labor. Social representation.

Structural properties of graphs. Triadic closure.

Social balance theories[®® are related to the gestalt principles which we discussed earlier (4.2.1). This is
illustrated in Fig. 5.2 and it is related to the earlier discussions of field theory and gestalt psychology.
Society can be viewed as a self-organizing system. The dynamics of such balance theories rapidly
becomes more complex if Pat is a woman and the others are men. Signed network.

Pat Pat
+ + - +

Guido $ Chiu

Guido —— Chiu

Figure 5.2: Two examples of stable valenced social networks. “Mutual admiration” (left) and “The enemy of my
enemy is my friend” (right). A “+” means likes and a - means dislikes.

Some organizational structures are better suited to certain tasks, or actions. The theory of structuration
[?, ?]. proposes that the relationship between structure and action (of any system involving people) is
dynamic — that is, one affects the other and vice versa. The structure of an organization will affect
the way the intended task is carried out, but the task that is to be carried out will, in turn, affect
the way an organization is structured. Allowing for this relationship, the structure and processes of an
organization with a given goal or task should be emergent; that is, they should be allowed to grow out
of the demands of the task, while at the same time being stringent enough to accomplish the original
goal. Intermediation between the social and individual.

Family, Clan, Tribe, and Culture
Family support and interaction. Emotional need satisfaction. Complex relationships. Parents, values.
Factors such as imitation and familiarity are large determinants of learning. A type of social capital
(5.2.1). These social groups are based in biology, emotion, and those inclinations are further enhanced
by interactions such as gift exchange.

While some information systems have resulted in greater isolation among people; for instance, many
people spend more time viewing television alone®¥ and less time interacting with each other.

On the other hand, many other information systems allow people to interact more easily with one
another by means other than face-to-face interaction. Closer family interaction through video links.
amily interaction with through email. Family members who are physically separated can keep in touch
with each other via computer, while a remote Internet camera allows parents to see their children during
the day at pre-school. Family-entertainment games. Overall, interactive information technology seems
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to bring people together more than isolating them. Effects of television viewing on social attitudes(7®.
This type of anonymous interaction has consequences.

Supporting how children play together. Many forms of exchange in these social interactions including
nuanced exchange of information.

Home. Roles in household chores.

Computer-mediated family communication.

Urandmother=Cran dfather
Annt=Uncle Mother = Father
Sizter = Self = Ypouse Brother=
Brother—in-Law Sister—in—law

ZuFu=Wal zu mu
Malornal Grandfathor= MalornalGranamaother

Yimu=¥ifu JwFu = Jiumu Mu qin=Fu qin
Naternal Aunt = Maternal Uncle= NMother=Father
Maternal Aunit's Husband Maternal Uncle's Wife

Jie e =Jie fu Ge ge =Saozl Mel met = Mei fu i di=Thime
Oider sister = Oider brother= Salf = spouse Younger sisfer= Younger brother=

Older sister's husband Oider brother's wifa Younger sister's husbandounger brofher's wifa

Figure 5.3: Chinese kinship (lower panel) relationships are much more specific and complex than those in Western
European cultures (upper panel). (redraw)

Figure 5.4: Ching ming.

Extended families. Clans. Tribe. Culture (5.8.2). May have norms and rules of their own.

Friendship
People bond and form friendships. There is a Web of friendship. For both family and friends there are
affective relationships such as caring, empathy, and jealousy. Simple factors such as physical proximity
is a significant factor in friendship; distance can have a great effect on the likelihood of interaction
between people*¥(Fig. 5.5). It is easier to establish and maintain friendships when there is a physical
presence. Information systems have extended the opportunities for social interaction and overlaps in
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cyber-space can also lead to friendships. Physical proximity also has a big effect on collaboration among
researchers (29,

Figure 5.5: To a surprising extent, friendship in an apartment complex is determined by simple factors such as
whether people’s apartments face each other. In the student housing complex shown in the picture, those students
whose apartment exits faced each other were more likely to be friends than those students whose apartments faced
away from the others (adapted from[44]). (check permission)

Sociability is congenial engagement in social interaction. Beyond simply completing tasks, people de-
velop friendships, empathy, and perhaps community. Sociability can simply be pleasurable. Information
exchange as a mechanism for social bonding. On one hand, games can be very isolating. Some people
spend hours playing games. However, some interactive games and other types of social interaction sites,
can increase sociability [#3. Indeed, sociable displays facilitate social interaction. However, there can
also be negative sociability such as spiteful comments and back biting.

Impression management for online presentation. Do we believe the information as entered?

Matchmaking. Similarity predicts long-term relationship success. Niche dating sites. Compatibility
index and examples of compatibility factors. Interpersonal attraction. Sharing calendars.

Language similarity contributes to the stability of relationships. Relationship development. Bonding
from sharing information. Social skills (5.2.1). Sociability.

5.1.2. Social Rules and Structuration

Where do social structures come from? Structure and function (1.6.3). Social interactions can be fluid
but for most situations, we have expectation about how behavior. Typically, there are “rules” that
govern group behavior and practice. These rules may be tacit (social norms); or, they may be formal
procedures instituted by an organization or even the written laws of the nation or state. These rules,
formal (such as the second one below which taken from Roberts Rules of Order) or otherwise, provide
structure and for a group to function effectively. Task groups also need to be effective at information
processing. Agency. Tradition. Adaptive structuration as changes evolve.

I’'m going to skip the remaining items on the agenda. I’ll assume that everyone agrees with them.
If you have questions, let me know by email.

2. What Precedes Debate. Before any subject is open to debate it is necessary, first, that a
motion be made by a member who has obtained the floor; second, that it be seconded (with certain
exceptions); and third, that it be stated by the chair, that is, by the presiding officer.

5.1.3. Social Networks

We all have a circle of acquaintances. We can think of these acquaintances as forming a web or
network of social contacts. Especially if we focus on those contact with which we have a specific type
of interaction, we might think of the network of interactions in formal terms. A social network is
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Figure 5.6: Factors affecting adaptive structuration. (DeSanctis and Poole) (check permission) (redraw)

sometimes considered in this formal sense and other times the notion is used more loosely. Interaction
with some of those people is restricted to a specific topic while with others we have a spectrum of
interactions. The strength of weak ties.

Formal Models of Social Networks
Describing social networks with graphs. Simple graph theory approach. These implement single-link-
type social networks. This is highly constraining because relationships among people a highly nuanced.
Like a hypertext, the link is either present or absent. However, that is probably a simplistic model.
Although the expression social network is widely used, its definition is more complex.

A social network may simple be formalized as matching formal graph structures. Friendship networks.
Affiliation networks (-A.3.0).

Figure 5.7: Because social interactions are complex, a social network should be thought of as an idealization. Of
course, people are not all the same and the links between people are multifacetted. (redraw)

While social networks are often modeled with simple connections among undifferentiated nodes, actual
social networks involve many groups of people and different ways of interacting with them. Many
attempts have been made to develop formal descriptions of social networks based on graph theory
(-A.3.0). In some cases, there complexity of social relationships is reduced to one dimension. For
instance, a Friend-of-a-Friend (FOAF) network uses URIs to identify people and the mapping between
people is accomplished through RDF. (2.3.3) (Fig. 5.8).

Many factors affect the developed of social relationships such as: proximity and eulture. Work relation-

ships are often influenced by organizational structures and professional relationship. Forming interest
groups and coalitions.

To the extent we accept that social networks are simple collections of nodes and links, we can calculate
properties. For instance, we might characterize the participants by their centrality in the network.
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<rdf/rdf:RDF
xmlns:rdf=*“http://www.w3.0org/1999/02/22-rdf-syntax-ns#"
xmlns:foaf=“http://xmlns.com/foaf/0.1/” >
<rdffoaf:Person>
<rdffoaf:name>Edd Dumbill</foaf:name>
<rdffoaf:mbox rdfiresource=“mailto:edd@xml.com” />
<rdf/foaf:Person>
<rdf/rdfRDF>

Figure 5.8: Example of a FOAF network and fragment of RDF for it”l. FOAF is often use for personal URIs. (redraw)
(check permission)

People may try to move to the center. This creates the self-organizing system (-A.10.4).

Dynamics of social networks. From social networks to agent simulations. There can be multiple
interlocking social networks.

Spread of Information in a Social Network
There are several different ways people get information from other people and for such person-to-person
communication, the structure of a social network and a person’s position in it affects the information
they receive. In terms of the the entire network, we can view diffusion of information. Consider the
communicative patterns of people in the hypothetical communications network in Fig. 5.9. Medical
information (9.9.0).

Protocols for coordinating communication within a network.

These variations in structure across organizational boundaries have obvious implications for manage-
ment — managers must determine whether a more controlled or a more spontaneous environment t suits
the goals of the group. Social networks are not just passive, but may be actively developed. Informal
social networks may be cultivated to obtain information that may exist outside normal organizational
channels.

Interaction of groups of specialists which have to work together but they do not have the same ter-
minology. In some situations the information flows through the links but in other situations the basic
network is not a good description. When a new idea emerges, it spreads, or diffuses, across individuals
or across group boundaries. People learn about it and accept it at different rates, often at a rate that
depends on their connectivity. Diffusion of information is facilitated by communication, and, of course,
the pattern of diffusion is affected by communication patterns. Fig. 5.9 shows how information might
be communicated by spreading person to person. Cultural change. Beyond communication, social
networks impose constraints on their members. This is the “strength of weak ties”.

Doctors in small towns. Emergent phenomena. Viral contagion and epidemics (-A.3.5). Gmail “Don’t
forget Bob” service. Information cascades from diffusion finally catching hold.
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Figure 5.9: Information may diffuse across networks of individuals. Information held by Person A can be communi-
cated through a series of individuals eventually reaching Person E.

One example of diffusion within a defined group is how awareness of a procedure spreads through the
medical community. This can be contrasted with how information spreads through the blogosphere,
or Web log community on the internet. In this example, information or awareness spreads almost
exponentially as it pops up in different forums and chat rooms across the Internet (-A.3.5). Social
networking with technology. Information systems can greatly affect social interaction. MySpace.

As we suggested above, the simple view of social networks is only a first approximation. In our

information-rich society, there are also other ways to get information such as by broadcast media.
Spread of information by media.

As we have seen with mobile networking Cellphones. Twitter. 140 character limit. Micro-blogging.

Twitter is ofter used for asking questions of a close circle of friends. Frequent updates of data and low
propagation delays.

Fig. 5.10.  (10.11.2).
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Figure 5.10: The frequency of postings about a given topic are a function of two factors. The figure shows data
about items from the 2008 US Presidential Election. (from Kleinberg). (check permission)

Rumors which spread from person-to-person. are an example the diffusion of information; Urban leg-
ends. Debunked at snopes.com. This is a type of viral dissemination and in some cases, it can be
described as an epidemic contagion. Rumors regard something people are willing to believe. How-
ever, this model is too simple; the spread of information may be seen as related to the spread of a
disease (5.1.3). In fact, information diffusion is also affected by factors such as the message and the
communication channels. Because it occurs like a disease spreading this is sometimes called viral dis-
semination. This could be implemented in a whisper campaign or it could be circulated by blogs.

Person-to-person information exchange is rarely the only was people get information. There are many
types of communication models. Micro-blogging.

5.1.4. Social Media

Social media supports social interaction beyond simple communication In many cases, social media are
based on social networks. Location-based social media. Coordination with traditional media. Social



5.1. Social Structures and Social Networks 161

search. Sentiment analysis.

Posting personal information on sites. Mining personal information. Social media networks are different
from basic social networks as they project recommended links. Social media as an extension of physical
world. See faces of the people you are linking to (Fig. 5.11). Greater customer feedback and the chance
to market goods through social media.

Personalized newspapers in the sense of telling you what your friends are doing.
Real-time trends identified from social media. Mining social media.

Social media and advertising based on knowledge of people the personal data people provide in the
network.

Cliques and linking. Harassment. Cyber-bullying.

Social media and impression management. What people reveal about themselves.

facebook 1 =

Robert B Allen

wall Info  Photos

What's on your mind?
Attac: [ % [ 41 a- m

Optons.

essa Irvin Morris Happy Birthday Bob!

ine Cermak Happy Birthday (on Friday), Bobt

Figure 5.11: Social networking sites allow people to specify sets of links.

Some people reveal a lot about themselves in these sites and they forget that the information can
often be widely seen. Postings and links to friends may be systematically mined by either the platform
provider or by others who gain access to it. Privacy issues. Scraping personal information from social
media sites. Evolution of social media networks. These also allow social interaction and building social
relationships. Reciprocity. Niches.

Using Social Networks to Facilitate Social Interaction
Platform (7.8.2). Social, mobile, cloud. One-way links vs mutual (two-way) linking. Many advantages
of platforms in coordinating services. This coordination occurs both in terms of the content but also
in terms of the usage. Designing social networks and designing online communities (5.8.2).

Social media Networking to keep in touch with people. Citizen journalism (8.13.7). Twitter. Social media
have led to aggressive direct marketing to the voters. Social media contributes to viral marketing. Social
decision making (8.4.3). Build by buzz and exclusion. How to get re-tweeted.

Supporting Sociable Interaction
Postings on social media sites as publishing. Social gaming. These social networks are different from
natural social networks. Automated and immediate communication with all friends. Supports social
exchange. Games (11.7.0). Fig. 5.12 Supporting sociable interaction. From the gaming sites perspective,
the goal is often to get people to interact more to get them to reveal more personal and social interaction
details and which which can be monitized through advertising.

Self-improvement from social interaction even when it is computer-mediated.
User enriched web resources in which people have added value to a repository such as Ancestry.com.

Social media approach to brand management.
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FarmVille is a game where you can farm with youar friends

Play Now!

Click here to play FarmVille!

Figure 5.12: Farmville. (check permission).

Crowd-powered systems.
Inciting violence or criminal activity with mobile phones.
Political activism with social media. Facilitate low-risk activism.

Social Media Business Models
Building loyalty to the site through engagement. Eventually want to monetize the association. Opti-
mizing metrics to rate the rate of conversion from non-paying. Retention on site. Related to romantic
Match making (5.1.1).

Social media analytics.
Spreading opinions quickly. “Dell Hell” Controlling firestorms of negative publicity.
Linking social media to TV viewing. Commentary about TV shows.

EdgeRank is a weighting formula for showing newsfeed messages. It weighs several factors from multiple
sources. Is a message from somebody you “like”? Have other people responded to a message?

Liking * Goodpost + How old (5.1)

Search from social media (10.11.1). Facilitating search with social networks. Questions sent to Facebook
pages. Characteristics of different social media sites.

Text data mining for social web sites as a predictor of events and trends (10.5.0).
Personal data in social media sites has proven extremely valuable to advertisers.

5.1.5. Connectivity
Modern information systems allow people to connect in many ways such as email, SMS, social network-
ing. Modality (5.6.5).

Time management and prioritizing email based on understanding of user characteristics.

Social networks don’t tell us about the amount or type of interaction exchanged between people. Across
time and space.

The Internet and mobile communication devices have greatly expanded the speed and amount of con-
nectivity.

Families ((sec:families)) and connectivity. Online communities.

5.2. Social Capital

Social capital consists of social resources which help people to accomplish their goals. Social capital
is distinct from economic capital but it can, sometimes, translate into economic capital. Social capital
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is often based on non-political groups such as the family but social capital can sometimes blend into
political power There are several forms of social capital based on social relationships such as inter-
personal trust and reputation.

5.2.1. Social Relationships
There are two types of social capital for relationships: Bonding and bridging | Participation in
communities of practice (5.8.2) can build social capital. Social skills such as putting people at ease.

84]

These are social resources which allow people to take advantage of social interaction. Some sources
of social capital include family, and physical proximity but social capital can be built by networking.
Social capital as filling holes in the social network 32 and ¥ (Fig. 5.13). In fact, we recognize the
importance of social networking. Building social capital from social exchange.

o
o) %\/QN\O
O/\Q O/\Q

Figure 5.13: The person (P) on the right would be said to have more social capital than the person on the left
because that person connects more people. Indeed, social capital can be created by growing networks around
them.

Centrality and position in social networks.

5.2.2. Reputation

Personal and Organizational Reputation
Reputation are expectations about another person. be it the work they will do, the advice they might
give, or the opinion they will hold. Reputation can affect a person’s position in society. A good
reputation leads to trust which we discuss below. Reputation is context dependent. Organizational
reputation. Privacy vs. reputation.

Email phishing often depends on people having inadequate models for what is trustworthy 3. Rep-

utation and trust can also be attacked by smears. Rumors spread fast on the net. Sorting out what
offers are believable can be a challenge. Scams. There is a danger that reputation and trust can be
manipulated. Manipulating reputation and trust of con-artists. Whitewashing. Attacking a person’s
reputation online is known as a “Joe job”. Reputation improvement as a type of public relations.

For online interaction, we often form a judgment about a person’s reputation based on relatively little
evidence. Online companies, such as online auctions, which connect people to other people take steps to
make sure their buyers and sellers have a credible reputation. Many such reputation systems are based
on history — buyers and sellers on auction sites have a generalized record of their transactions available
to the public. If they have a history of making bad deals, people will be hesitant to do business with
them, and they may even be barred from using the system. Reputation management systems should
not be able to be spoofed. Nonetheless, it is possible to develop an elaborate scam for fraud. By
setting up numerous bogus identities that all vouch for the superior character of the target individual
an individual’s trust rating can be artificially inflated. An individual could buy and sell items to and
from themselves over a period of time, thus artificially creating an excellent buyer/seller rating.

Social media background checks.
Linking many sources of reputation together. Should conduct a type of due diligence.

Product and Service Reputation
Reputation requires great consistency in performance and outcomes. Reputation allows people to hold
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people or organizations responsible. Professional reputation.

A brand name is developed by having a reputation for fulfilling promises, providing quality information,
or delivering a good product, A brand name can provide evidence of predictable levels of quality (8.12.5),
and boosts user/buyer confidence. Thus, branding plays a large role in maintaining user loyalty *%.

Branding involves both a consistent product and a consistent message about that product. Branding
in a market niche often commands a premium price. While a brand is a valuable asset, it’s value can

be lost by mismanagement. Brand control versus interactive brand development through social media
[7].

Attempts to provide a quantitative system for reputation (5.2.2) for establishing trust include metrics
such as Karma points. Reputation economics. Points economy. Economy of recognition (Fig. 5.14).

. ¥ Buy Sell MyeBay Community Help
\ 4
i Hi, jgeboral (signouty & ou have coupons available Site Map
All Categories - Advanced Search
Categories¥ | Motors | Stores m ==
Home > Community > Feedback Forum > Feedback Profile
Feedback Profile See what's new
y “stoneark” ( 2387 gk ) ne Not a registered user
Positive Feedback (last 12 months): 99.4% [How is Feedback Percentage calculated?]
Member since: May-03-99 in United States
Recent Feedback Ratings (lsst 12 months) Detailed Seller Ratings  (last 12 manths) Member Quick Links
1 month & months 12 months. Criteria Average rating Number of ratings et eiber
N View items for sale
- = ltem as described & & & & 260
@ Positive 62 200 491 s
Communication e e ok ek 258 WIS ol
@ Meutral 0 0 0 Shipping time: o ok o o o 261

@ negatve 0 2 2 Shipping and handling charges i o ok ok o 260

Figure 5.14: Reputation ratings from eBay. (check permission)

5.2.3. Trust

Reputation is one factor which enable trust. Emotional aspectsof trust and rational/technological
aspects. Trust is the expectation that other social agents will do what they have committed to doing.
Trust from reliable procedures.

Perception of trust is naturally related to reputation. While people often do what they are promise, and
to function in society we need trust. However, people can’t always be trusted. Trust from professional
status (e.g., information professionals). Ultimately, trust stems from reciprocal power. Trust from
having a way to get revenge - a balance of power.

Contract example.

Trust is often the result of constrains outside a given interaction. One of the foundations for trust
is family and other social ties. Trust from a contract (s.11.5). But, of course, that contract must be
enforceable. Many applications which need trust. Trusted systems (8.5.4). Trust for documents and
records (7.5.1).

Trust from spot checking actual results. Trust information organization, sharing, and prioritization.

Trusted Information Sources: Reputation is developed by good practices, which signal a respect for
quality information. Information sources should be cited, and there should be an indication that the
information is timely. Perception of trust. Authorities. Reference works.

Interpersonal Trust
There are many other sources of trust. Past experience with a person (agent) often give us trust.
Likewise, cultural similarity may also give a sense of trust. There can also trust for organizations
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provided they earn it. We consider many sources of evidence when deciding about trust whether it
is trusting a person or trusting information. However, many of these are subjective and depend, for
instance, on attribution (5.5.2). Furthermore, as we noted earlier, such subjective trust can be abused
with a systematic attempt at distortion. Knowing the history of a resource — its provenance — is essential
for trusting it.

Trust is essential for social interaction. We often need laws to back up trust and reputations. Trusting
what other people say!'°7l. Many organizations or systems can be, and often are, trusted on the basis
of reputation without direct individual contact.

Trusting friends based on a network of social relationships. Value of verbal commitments and promises.

At the interpersonal level, trust is a matter of perception and attributions (5.5.2) — if we like someone, we
might trust them in spite of our own better judgment. When people act in social situations, other people
may form opinions of them; a person’s reputation is the impression of that person held by others. This
reputation is dependent to a large degree on the trust which is associated with them. Trust is typically
established from a combination of two things: association with or recommendation from another trusted
individual, or past behavior. Reputation management systems track electronic reputations, and they
typically work on one or both of the previously mentioned principles (recommendation or history).

Developing procedures which create trusting interactions among people. It is difficult, if not impossible,
to function in society without trust. That trust can also be abused.

Formal Models of Trust and Trusted Systems
Reputation and a history of providing accurate information help to establish trust with the public.
Trusted systems (8.5.4). When institutions and laws help to build trust, people are more willing to
participate with them. Ecommerce applications for trust (8.12.5). Security and banking supported by
institutional metrics such as audits.

Informal trust is often not enough, stronger social constraints such as legally enforced contracts (8.11.5) have
been developed. A contract has explicit consequence for actions. With formal mechanisms (such as
enforceable contracts) trust can be propagated from one entity to others. If T trust you, then people
who trust me may also trust you. Chain of trust. Fig. 5.15

A Explicit B Explicit C
Trust Trust
T Implicit Trust T

Figure 5.15: Chain of trust. A and B trust each other and B and C trust each other. Should A and C trust each
other? For instance, if | am a trusted computer user on system A should | also be a trusted user on system C?

5.2.4. Managing Online Reputation
5.3. Social Control

Rewards vs coercive control. Groups have many ways to control their members such as censure,
punishment, and economic control. Bullying.

5.3.1. Norms and Social Practices

Norms are expectations people have about appropriate social behavior. Norms help to maintain social
structure and culture. Each culture has its own conventions for proper conduct (5.8.2). The differences
may be relatively small, such as the topical differences that exist between Western European cultures,
or they may be more significant, like the differences between Middle Eastern and Western European
cultures. Members of a particular culture (5.8.2) take in these conventions through the process of
socialization.
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Networks and interrelationships of norms in shaping society. Norms for information behavior. Norms,
as the name implies, are the expected behaviors in society and culture. There are norms for privacy
(8.3.1), for courteous behavior, and for decency. of course, not everyone in a society agrees about
or follows all norms. Thus, they are, roughly, the average attitude of the people who make up a
society. Ultimately, some norms are formalized as rules and laws (8.5.1). Norms for culture. Norms and
conversation (6.4.1). Norms provide expectations which help us understand situations.

Individual behavior is often the result of a balance between personal attitudes and social norms. Within
any society, individuals exhibit varying degrees of deviance from the norms or conventions. While some
individuals may deviate in small, and in many cases almost un-noticeable, ways from the average
conventions of society, other individuals exhibit more extreme forms of deviation. Typically, these
individuals attract the attention of the society or community at large, which then attempts to enforce
its norms through social disapproval and/or sanctions.

Norms often provide simplified decision rules for complex situations. They can propagate a culture’s
values. Some norms are followed for communication interactions such as telephone calls and letters.
In the same way, Email, a relatively new communication medium, is beginning to develop conventions
that dictate its proper use. Netiquette describe the conventions of Internet use. And, though it is a new
medium and its conventions are in flux, there is already discussion about what constitutes deviation
from the norms of the internet community; what materials are allowed to be posted, and what actions
constitute a crime. Over time, the conventions that develop will become more solidified and accepted,
perhaps forming an amalgamation of different cultural norms from around the world. However, it is
worth noting that not all traditions are constructive.

Norms and culture frequently change. Indeed, it’s characteristic of human society that one generation
creates a new culture for the next generation.

Deviance is straying from a cultural norm.
Norms in virtual worlds and with multi-agent systems.

5.3.2. Social Power
Force versus persuasion.

5.3.3. Disinformation

People often have very different explanations of an event. This may simply be because people have
very different belief systems, because self-presentation and persuasion are very human activities, or
perhaps even malicious obfuscation and distortion. Many people do not focus on obtaining accurate
information.

Differing viewpoints versus intentional disinformation.

Argumentation can go beyond a person’s considered opinion. The are situations where there are strong
incentives to lie and cheat. Indeed, they often distort it. It may reflect an aggressive campaign of
disinformation.

Managing public opinion (8.4.3). Out-right aggression.
There are many strategies for deceiving people beyond simply lying.

Information will often be manipulated and distorted to meet people’s goals. Even if there isn’t outright
deception, people often accept simple narratives or those that are consistent with their prior beliefs
(4.5.0). There are many examples of distortion. In synchronous interaction, there are many attributes
which are difficult for a communicator to control. What’s a lie anyway. Lies versus saving face.

Politicians often seem to induce confusion by over-simplification of a complex issue. Similarly, they may
attempt to frame the debate — that is to emphasize particular issues and alternatives — with perspectives
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in their favor. Apply persuasion and attitude change techniques. People may have an incentive to use
ambiguous categories. For instance, Robin Hood is viewed as either a hero or a criminal.

| obfuscation example |

Partial truths, Snow jobs. Inventing words or using common words with a non-standard meaning.
Selecting presentation of information. Intentional distortion of information. Attitudinal change (4.5.2).
Distortion of information in organizations. In a competitive situation, knowledge gamesmanship (8.13.3).
Gaming the system. “Human beings are a political animal”. Incentives for distortion. Such as by con-
men (Fig. 5.16). At the extreme, this may include outright lying.

Figure 5.16: In a confidence game, the con-man attempts to gain the trust of the mark. The Sting portrays an
example of a long con. That is a particularly involved con job. (check permission)

Several steps may help to minimize false persuasion. Holding people accountable for their actions.
Separating opinion and persuasion from fact. Roles, such as journalism, which promote a neutral
perspective. Compensate for distortions via information and media literacy (5.12.2).

Because of these tendencies, organizations can become badly distorted and mismanaged. They may not
have effective internal check and balances. Reward structures in organizations can also alter the orga-
nizational culture, and organizational functions and economic considerations may affect the adoption of
technology. “Who does the work and who gets the credit” is a common question regarding the introduc-
tion of anything, but particularly a new technology, which alters the status quol®?. These factors will
alter an individual’s perception of how an organization works, or prevent them from actually conceiving
a perception in the first place, and an unsuitable reward structure can change views of whether or not
an organization is “fair”. Employees who view an organization as unfair, and are skeptical about the
rewards and punishments of sharing information, generally won’t share that information.

Group and organizational gamesmanship. Corruption. Non-transparent. Meetings held in secret.
Government contracts and agreements not made public.

Organizations are made up of individuals. Individual information behavior within compartmentalized
organizations often leads to “information hoarding”. This occurs when individuals in organizations have
difficulties sharing information. These difficulties can be the result of organizational policy regarding
such matters, but can also be an individual response to the overall organizational culture. Scientists
sharing data (9.6.4).

Intentional distortion of information as gamesmanship. There are some common ways information is
distorted such as with false rhetoric, invalid logic, and misleading statistics. Hoaxes.

5.3.4. Crime and Cyber-crime
There are many ways that information systems will facilitate criminal activity. Facilitate by mobility
and remote interaction. Dark market for exchange of illicitly obtained information. Deviance.
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Scams
These are often for financial gain or to facilitate other criminal activity. Attacks executed through
the network or on information obtained through the network. Cybercrime and netwar are increasingly
intertwined. Cybercrime and spam. Digital forensics (7.10.3). Money laundering.

419 scam. Identity theft. ReallD. Advance-fee scam. Stolen credit cards.
Zombies.

Fraud and Fraud Detection

Banking and other financial transactions generate extensive records (4.4.4, 7.4.1). These records need
to be managed accurately and efficiently, as mistakes will erode the trust of users. Baking records,
combined with data mining techniques, can help to prevent fraud. These records may be mined (9.6.3) to
determine, whether a credit card has been stolen and is being used by an unauthorized person. A
database containing records of a consumer’s purchase history may be analyzed to determine if their
buying patterns have changed dramatically. Based on the suspicious pattern, a credit card company
might contact the cardholder to inquire whether the purchases shown in Fig. 5.17 should be authorized.
Such judgments would be enhanced by rich data about a person’s past preferences, in effect creating
models of customers; of course, raises privacy concerns (8.3.1). A real system would also consider the
individual’s history (4.10.2). Indeed, reality is a lot more complex and there may be legitimate but
unexpected patterns of use. However, this can also be seen as algorithmic surveillance. Indeed, there
are dangers of false accusations from purely automatic methods.

| Date | Time | Purchase | Amount | Location |
Jan. 12007 | 7 AM | automobile tire $120 | Jacksonville, FL
Jan. 12007 | 6 PM | gasoline $24 | Raleigh, NC
Jan. 12007 | 11 PM | 17 hams $267 | Richmond, VA

Figure 5.17: Is this a suspicious pattern of credit card purchases which might indicate fraud? Could a general
program be developed to detect such cases?

Figure 5.18: Fraudulent will.

Corruption
Corruption is violation of established organizational or government procedures. It is effectively an ad
hoc tax on productivity. However, it is difficult to define as it is difficult to agree on what constitutes
proper procedures. Cronyism. Strong institutions help to minimize corruption. Free press and a reliable
records system (7.4.1), can help fight corruption.

Corruption ends up as a drag on effective functioning on society. It often results from the control of
information. Ideally all government information such as budgets, taxes, and regulations would be fully
and clearly available for public access. Beneficial effects of freedom of information and transparency
in fighting corruption. ipaidbribe Web site.

5.4. Social Data and Computational Sociology
5.4.1. Characterizing the Behavior of People
Human mobility analysis.
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Shopping cards.

5.4.2. Social Data and Social Predictions
Social network and social media data.

5.4.3. Social Simulations

Crowds. Individuals may show unpredictable behavior or but the average behavior of a crowd may
show typical emergent behavior. There are increasing attempts to simulated the behavior of crowds
and of individuals in crowds (Fig. 5.19). Artificial psychology (4.7.0). Agent-based models (-A.10.4).

Figure 5.19: Actual crowd behavior in a panic (left) and a simulation of a crowd (center), and battle scene from Lord
of the Ringsin which the individual characters are algorithmically controlled. (check permission)

5.4.4. Computational Sociology
Multi-agent systems (7.7.8) which explore issues of social organization and interaction. Alife (-A.10.4).

Community behavior modeling.

Figure 5.20: Agent societies.

5.5. Participation in Society

Social practices. Learning as social participation. Socialization.

5.5.1. Self, Roles, and Identity
Self

Individuals in society form a sense of self.“ Self emerges when a child understands that he or she is
distinct from their environment. The “self” helps to mediate and internalize the social world["?. Each
of us has an identity that we call “I,” which is separate from the rest of the world. However, visions of
the self are often primarily social; that is, we frequently understand ourselves by comparison to others:
whereas that person is tall, I am short; whereas that person is selfish, [ am generous. Regulation of
affect leads to the developed of the self. Self as a narrative (6.3.6), Personal information management
(4.11.0).

The self is also constructed and projected into a social environment. We may be concerned with the
way others see us — “Do I appear enthusiastic?” or “Do I appear greedy?” — and we adapt ourselves
accordingly. “Impression management” describe how we often manage social interactions so that we
control people’s impressions of us. “Saving face” is an example of this; doing (or not doing) something
that one does not want (or wants) to do simply because the action (or inaction) will help to preserve
their image in the eyes of others[*9.
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People’s self-reports are often inaccurate. Self-narratives are the stories people tell themselves. (6.3.6).
These is some basis in neuroscience!'°®). These stories may be distorted and inaccurate. Indeed, they
are greatly affected by our social context They are interrelated with the stories and impressions we
have. Personal narratives.

Identity, space and time and culture. “home”.

Roles, Role Playing, and Identity
Identity and roles. Role-playing games (11.7.0). A variety of types of roles. Brain science and identity
(3], Roles versus constraints. Self-presentation.

Virtual identities are personae a user may adopt in a virtual environment (Fig. 5.21); these roles can
be adopted in much the same way that an actor adopts characters. In a sense, these non-task-oriented
sessions may allow participants to role play; in many cases, an assumed identity may have nothing to
do with a person’s true identity['°. This practice has been seen to have both positive and negative
aspects. On the one hand, it allows people the freedom to experiment as different characters. Many
people have advocated this as an opportunity for individuals to become comfortable with an identity in
an anonymous environment before expressing it in the real world, or that once expressed in this “safe”
environment, they may no longer feel a desire to act on that personality in the real world. However,
critics have pointed out that no environment is truly “safe,” and actions taken can have real-world
implications. The adoption of various roles can be deceptive, and violates certain innately held social
beliefs that we have regarding accountability for action. Spatial aspect of virtual worlds. Guided tours
through virtual space.

Choose a starting look

Click on images below to select a starting look. Once in Second Life, you can changa yaur

appearance, orshop for awhole new ook
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Figure 5.21: Options for selecting characters for Second Life. (check permission)

Taller avatars and players reaction to them.
Constructing meaning. Culture as framing identity. Narrative and life story (7.

Extended sense of self to include attachment to a constellation of objects [?]. Evocative objects. Affect
(4.6.2).

Actors mimicking the identity of the people they are portraying.

5.5.2. Social Perception and Social Impression Formation: Attribution of Intention
and Responsibility

Social Categorization and Perception
Categorization (2.1.1). 281 Social categorization. Pros and cons. Making generalizations based on just
a few attributes. Stereotypes. Traits. Affective input as groups. Emotion and attribution. Inevitable
but many consequences. Many examples: Disciplines. Reclassification can be a way to redefine social
practice. Boundary objects and communities of practice.

Difficulties of validity in applying any stereotypes.
Kinship (5.1.1).
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Attribution
People are highly tuned to what other people are doing. We naturally make attributions about the
causes and reasons for that other person’s actions. Indeed, people are highly tuned to other people’s
behavior and are continually looking for the causes of that behavior. Empathy (5.5.3). What is a person
doing and why are they doing it.

Stereotypes. Plan recognition (3.7.2). Theory of mind/behavior ((sec:theorymind)). Modeling attribu-
tions. Mental models applied to social interaction.

Expression recognition.

Earlier we considered perceived causation for physical objects (4.4.2). Analysis of “what is going on here”.
We are finely tuned to what people typically do in given situations. We have strong expectations about
what is reasonable and we make judgments about them based on those expectations.

The causation of social activities is particularly complex. As highly social beings people almost continu-
ally evaluate what other people are doing. When we see another person, we tend to form an impression
of what they are trying to do — their intention. Suppose we saw a person breaking into a car: is that
person trying to steal the car or just getting at keys that are locked inside? There are many cues we
may use. Our analysis of another person’s intentions depends on our estimates of the probability of
certain actions. These probabilities are affected by factors such as our understanding of social norms
and how much is known about the person in question across a number of situations. Attributions and
models of others. Attributions are often based on little evidence. This is part of what draws people
into con-jobs.

Causation (4.4.2). Attribution and credit assignment. Self-attribution!””. Cognitive factors in attribu-
tion. Is a payment reasonable for an activity? If not then the payment may not be perceived as an
appropriate reward. Legal concept of proximate cause.

When we see unexpected behaviors, we look for explanations for them. Thus, if we see a person giving
money to a shop keeper to pay for an item, we do not think much about it. However, we may be
surprised if we see a person intentionally flinging money into the street. Such expectations help us
determine whether a person is responsible for an action. Judgments of normative behavior is a type of
plan recognition (3.7.2). Narrative explanations (6.3.6) and circumstantial evidence. ~ One common type
of attribution is judge responsibility.

5.5.3. Social Motivation: Binding and Cohesion
Earlier we considered motivation (4.6.0) but didn’t focus on the social dimension. Of course, there are
many types of social motivation:

Approval. Affection. Traditions, memorials. Breaking bread. Gossip. Malicious gossip. Information
sharing. Nuanced information sharing. Selective disclosure of information to other people.  Affect
(4.6.2).

Empathy is feeling emotions similar to those felt by another person. Mirror neurons. Social brain
(-A.12.2). Empathy from maternal care. Artificial empathy (Fig. 5.22). Horror movies. Empathy and a
close community.

5.5.4. Social Learning and Imitation

When we interact with other people we learn about them and we also learn more about how to act
in social situations — known as social learning (-A.12.2). A lot of social learning is simply watching to
see how other people do things. Looking up because other people are looking up. In some cases, the
learning seems to be more directly wired in. This may include important skills such as self-regulation,
delay of gratification!™!, arousal management (4.6.2), culture learning (5.8.2).

Social learning takes place in many ways; the experience we gain from interacting with others individ-
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Figure 5.22: Instilling empa. (check permission)

ually, as groups, observing others and the images, facts, and values that we are exposed to from the
media and society as a whole all contribute to our social learning. We will discuss different aspects of
social learning and how each may add to our individual understanding of our environment. Vicarious
learning and imitation. One way we learn about how to behave in society is by observing and then
imitating other peoplel®®. Children learn by imitating their parents. Imitation serves both learning and
social bonding. By observation, individuals begin to understand what is allowed in society and what
is deemed improper — imitation is the enactment of these understandings. Thus initiation contributes
to fads, and hysterias.

Even adults may imitate what they see on TV, read about in magazines, or experience in media games.
Indeed, people sometimes treat computers as though they were social actors. Modeling behavior.

F

Figure 5.23: Imitation and social learning. (check permission)

5.5.5. Social Navigation, and Social Filtering: Recommend  er Systems
A recommender system makes suggestions about content that may be of interest to a user.

Public Recommendations
Like button. Used in social search (10.11.1).

Information Referrals
One type of recommendation is interpersonal and is based on the knowledge of preferences or role
of colleagues. A set of colleagues can be a type of social network. This is a type of collaborative
information retrieval. b (Fig. 5.24). “Hey look at this.” Re-tweets.

]

Figure 5.24: Collegial referral.

Anonymous Recommendations
The suggestions are often based on ratings and usage by others. Recommender systems may also be
used to generate personalized advertisements targeted to specific individuals or groups. Relevance and
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recommendation system. People like you. How friendship networks behave. Usage information is now
widely incorporated in many services.

In a second type of recommender system, the data is anonymous. Typically, these are ratings that
other people make about it. Indeed, these rating are a type of representation. People’s use of par-
ticular materials or particular types of materials is measured, and that measure is used to determine
likely preferences for additional materials. In most cases, retrieval and filtering are based on matching
attributes of the documents. By measuring the preferences for a particular class of documents (say
movies, for example) of a large number of people across wide segments of a community, patterns of
preference are able to be determined. If you and I consistently like the same kinds of movies, and I
like a new movie, there is a good chance that you also will like that new movie. This approach work
for multimedia documents from which it is difficult to extract matchable symbols. This is the most
useful method for retrieving aesthetic content preferences in formats such as entertainment videos!®°l
and music[®l. There are also obvious applications for this technology in targeted advertising.

Predicting hidden interests.
Behavior modification through gamification.

This is a type of social medium for social metadata. To make accurate preference assessments, however,
it is necessary to collect data from many people; unfortunately, the collection process may be intrusive.
In the video example, individuals need to rate a large number of videos for the system to be effective.
This type of data may be collected directly (explicitly) or indirectly (implicitly). Fig. 5.25 shows
hypothetical preference ratings on seven items (columns) by four users (rows). In addition, three of the
four users have rated the hypothetical target item. If we want to predict user 4’s rating of the target
item, we could look at which of the other user’s ratings for the other items were most similar to user
4’s. When we do this, we can see that the ratings of User 1 are similar; thus, we might expect that
User 4’s rating of the target item would also be comparable to that of User 1.

Video
1]2]3]4]5] 6] Target
110911483 ]0 2
Person | 2 |3 |0 |9 |2]|3]8 1
3112|8719 |3]|1 7
4|83 |3 |7]|8]2 ?

Figure 5.25: Hypothetical ratings of seven items by four users. What is the prediction of the preferences of Person
4 on the target video?

Correlations are a particularly effective method for calculating recommendations across registered users.
Fig. 5.26 shows the pair-wise correlations for all the users. Correlations range from —1.0 (perfectly
uncorrelated) to +1.0 (perfectly correlated). We can confirm our impression about users 1 and 4 by
noting that the correlation between their scores is +0.74.

User
1 | 2 | 3 4
User | 1 -
2 || -0.14 -
3 || +0.10 -0.40 -
4 || +0.74 -0.49 -0.11 -

Figure 5.26: Correlations between the user ratings in Fig. 5.25. The large correlations suggest strong similarity (or
dissimilarity) which can be useful for making preference predictions?

While the correlation between Users 1 and 4 is the strongest, some of the other correlations are also
substantial, albeit negative. User 3 tends to predict the opposite of User 4 (correlation of -0.49). Thus,
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we might also expect that these two would also differ on the target. While User 3’s rating for the
target is high, we would expect User 4 to be low. However, the ratings of User 2 and User 4 were also
negatively correlated, but User 2’s rating of the target was low, which appears inconsistent with the
predictions about the target obtained from Users 1 and 3. For much larger problems such as the Netflix
prize; apply methods such as those used for text processing.

Although recommender systems focus on comparisons across people, they can also be used to examine
comparisons across documents (such as books or videos) when linked by individual preference. Fig. 5.27
shows a map generated by individual selection of two books — “an individual who bought book ‘X’
also bought book ‘Y.” The dots on the map represent book ‘Y.’ Notice that two clear groups of books
emerge, representing a user (buyer) purchase pattern. Presumably, this reflects belief systems (4.5.0).
More complex recommendations!'?l. Filter bubble. Implications of recommendations for ecommerce.
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Figure 5.27: A 2-D visualization of book preferences based on co-purchases[64 . There is a clear separation of
books by political orientation. (check permission)

Online ratings. Tend to be positive. Self-selecting population of raters. Product rating site.

Dimensionality reduction applied to preferences. Reference citation (10.10.2) networks can also be used
as recommender systems; by charting the patterns of who cites whom, it is possible to determine areas
of interest between different researchers. The same is true of Web sites.

Serendipity. Diversity of recommendations is desirable.

5.6. Small Groups and Computer-Supported Collaborative Wo rk
People are social creatures — we bond, interact, and compete. From these interactions, we form groups,
organizations, cultures, and societies. All of these shared endeavors involve the exchange of information
in some form, often with other members of a group. People often form groups to complete tasks. Some
groups, like military patrols, are highly organized and regimented. Others, like a group of friends who
meet for lunch, are informal. Because some groups adopt formal structures, we can examine how well
different structures affect the completion of different tasks, and we can look at the processes these
groups adopt. Some social structures more suited to accomplishing certain types of tasks. Sometimes,
groups are a part of larger social units such as organizations (5.7.0) or communities (5.8.2). This can
also affect how a group is organized and how well it functions. Find levels of continuity in task-
oriented group activities. Groups co-constructing knowledge. Shared resources. Computer-supported
cooperative work (CSCW). Affective feeling of working with the group and separating affect from the
groups needs. Individual approaches and group composition. Development of a group culture which
includes ways of speaking and interacting. Ultimately, this leads to the development of communities of
practice (5.8.2).

Conformity. Group-think.

Meeting > Task > Project > Organization
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Figure 5.28: A flock of geese on land (left) are less structured but some groups have a clear structure like the geese
in flight (right) (check permission)(get new photos).

5.6.1. Group Structure: Roles and Rules

When groups of people work together in teams they develop different roles. These are not unlike broader
social roles but they are more focused on the activities at hand. These roles affect the communication
and interaction patterns which are inter-related with the group structure. Fig. ?? displays two extremes
of group structure. On the left, all the interaction is mediated by the person in the center. On the right
there is no such centralized organization, and interaction is possible at all levels. Group communication
structure helps to determine the information flow and decision processes. However, the composition of
the group is also a factor. This is an example of structuration (5.1.2).

Structuration. Creating groups which can effectively solve problems.

Roles may be formal (explicit) or informal (implicit). Formal roles are generally well-established and
are associated with specific responsibilities for supporting the organization’s goals (5.7.2). There may
also be informal roles in unstructured social interaction. Some people may be the “sounding-board”
or the “clown”. The leader, or in some cases the group as a whole, ensures that the desired goals are
being accomplished. Managers are often leaders, but “leadership” is distinct from management. In a
formal setting, this specialization is a clearly defined role. Groups often have a task leader who moves
the group toward its goal, and a social leader who facilitates relationships within the group. We will
revisit several of these issues later when considering organizations (5.7.2). However, in small informal
groups, the roles are fluid. Role-playing games (11.7.0).

Group Processes and Decision Making

The group dynamics of juries are legendary. Jury deliberation is perhaps the most distilled and pro-
totypical example of group decision making. This is one example of social decision making. In a jury
room, a small group of people has a pool of shared knowledge, and they must analyze that knowledge
and reach a consensus. Groups differ in the ease with which they reach consensus. Group opinions
interact with group tasks. Building shared understanding among group members. Indeed, the proce-
dures and artifacts of the group themselves channel effective outcomes. This is often referred to as
distributed cognition. Interpersonal persuasion within the group.

When groups are engaged in a task, the members of the group bring different background but the group
requires coordination to function effectively. like individuals they generally follow a Look— Decide— Do
process. That process might be modified or expanded slightly to accommodate the group dynamic
(Fig. 5.30). Problem solving (3.7.1). Following this model, the jury would analyze the task before them
(to reach a decision), collect the information (the evidence presented to them), formulate resolutions
(state their opinions and the reasons for them), and vote. This process may be more or less regimented
for different groups and situations, but the process is very thorough and decisions made by small groups
can be better than decisions made by individuals. This may be attributed to the mixing of decision-
making processes (3.4.1) with social dynamics, which forces individuals to formulate their rationales in
different ways, thus allowing them to more closely analyze their own position. Structured discussions
can help a group to complete tasks (3.4.3) by helping the group to navigate effectively the steps of the
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Figure 5.29: Group decision processes are evident in jury deliberations as has been illustrated by many movies.
Here is a frame from the film classic 12 Angry Men. In this movie, one juror gradually persuades the others to his
point of view. (different picture) (check permission)

mental model. There has to be some commonality and overlap of concepts between members of the
group. This allows individuals to better understand their own role within the group by understanding
the roles of others. Collaborative information retrieval (10.3.2).

Analyze the problem -—
Collect information and explore options
Formulate resolution

Find consensus

Act
Figure 5.30: Stages in group problem solving. Note the similarity to the Look— Decide— Do process.

Changing Group Opinions

The opinions of the group evolve through interaction. Indeed, the tendency is for groups to shift their
opinions over the course of discussion to more extreme positions compared to the original average of
the group; this is known as the “risky shift” or “group polarization” phenomenon®”). When an indi-
vidual attempts to highlight the differences between their position and a different, perhaps competing
position, they are likely to phrase their argument in an extreme, polarized way. Having committed
to the argument, however, an individual is loath to modify it while a part of the group, even though
individually they may think it is a little extreme. This overlaps with the models of attitude change we
have discussed for individuals (4.5.2). This may make it difficult to develop a consensus within a group.
There are developed techniques that may make it easier to do this, however. Taking an initial survey
participant’s positions helps to prevent the adoption of more extreme views, and fostering constructive,
structured dialog helps to maintain group focus on the task at hand.

Shared Representations and Shared Knowledge
Shared knowledge also includes shared procedures. Distributed cognition. Instantiation of shared
knowledge in artifacts with varying degrees of formality. Conceptual models (4.4.1)and shared conceptual
models.

Individual with knowledge: One or more individuals know the answer to a question.
Interlocking knowledge: Different people in the group have different parts of the answer.
Group has effective processes: The group can find or derive the answer.

Suppose we ask a group or organization to answer a question. Even if no one person knows the entire
answer, the group may be able to synthesize the answer, or the group may have procedures that allow
it to develop an answer. Just because one person in the group has a good answer, it does not mean
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that the group as a whole will come up with the right answer. That is, there is shared knowledge across
members of the group. Indeed, there are several senses in which knowledge can be shared. The group
may develop common procedures for accomplishing tasks. Or, they may have common records.

5.6.2. CSCW, Collaborative Task Environments and Socialbl e Systems

Information systems can enhance group interaction. Small group interaction is supported by CSCW
systems. Organizational interaction is, typically, supported by knowledge management systems (7.3.1).
Using various information systems, collaboration between individuals can be distributed in both space
and time[?. Because the cost and effort of travel can be substantial, collaborative systems, sometimes
called “groupware,” can be extremely cost effective. Email can facilitate discussion between participants
spread over the entire world at different times of the day. Other collaborative software aims to facilitate
knowledge building by maintaining a record or log of conversations or work performed on an internet
portal. This is termed computer-supported cooperative work (CSCW).

Collaborative information seeking.

Defining how work can be accomplished, especially distributed work. Articulation work 6. Artifacts
and environments. Group interaction can be nuanced and shift rapidly. Collaboration in science (9.2.3).
Co-evolution from synergies among participants.

Work practices describe what people actually do to accomplish tasks. This is often rather different
from the formal specification of the work (3.5.1). Generally should match work practice to computer
support. Co-evolution of work practices and system capabilities. Moreover, the both the work and the
system capabilities will change and the other components need to adapt.

Figure 5.31: Coordinating the activities of a medical team in a hospital emergency room is so complex and has so
many exceptions that it is not yet able to be automated very well. (check permission)

Collaborative Information Behavior. Building shared understandings. Collaborative simulation.

CSCW (5.6.2). Collaboration. Remote collaboration and social interaction. The technology allows this,
but is it a good idea?

Collaborative environments. Collaboration platform. This environment uses a desktop as a spatial
metaphor for the interface; participants can collaborate, documents can be shared, and ad hoc work
groups can be constructed. Sharing resources.

Sharepoint. Telework.
Creating awareness of co-workers. Collaborative operating picture.
Interfaces for collaborative design (5.6.2).

Collaborative information environments (10.3.2).
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Design for group interaction is a natural extension of the issues here but before we return to this
(7.9.6) we consider various models of social interaction in the next chapter. Designing social interaction
patterns and roles while also designing the information system.

Participants need mental models of the tasks and of the other players. Versus office automation.
Information management for many types of collaboration.

Problem of groupthink.

Includes coordination among players.

Spontaneous distributed coordination for awareness of what other team members are doing.

Social interaction can be affected by the technologies mediating it. On one hand, technology can limit
the richness of the interaction. On the other hand, the human activity will often adapt to constraints
take advantages of opportunities.

Structuration and the organization of meetings.
Collaborative task analysis.

5.6.3. Supporting Face-to-Face Meetings and Co-located Co llaboration

Information systems can facilitate many aspects of group interaction, including meetings. The purpose
of meetings is to accomplish goals. Often, the goal of a meeting may be to determine a strategy to
accomplish a larger goal. Managing a discussion and keeping a civil discourse. Nonetheless, information
systems can help. Determining the tasks. Structured, possibly task-oriented, discussion A little later,
we will consider distributed meetings (5.6.6).

Supporting the dynamics of face-to-face, small-group interaction can be invaluable in the articulation of
the group’s shared work objects, the accomplishment of its tasks, and in facilitating the group process
itself. They allow people to sit together and collectively work to get something done. Face-to-face
meetings, however, go beyond mere verbal communication. Body language and eye contact can be
just as communicative as words, often unconsciously so. Observing eye gaze can be useful in judging
an individual’s interest during a meeting, especially as the thread of conversation shifts quickly across
individuals and topics. Analyzing participant attention using information recording devices can help
to determine what portions of a meeting are effective. One way to increase attention is to use wall-
size displays or white-board displays around which people gather for demonstrations or collaboration
(Fig. 5.32). Collaborative interfaces. Awareness of what other team members and what they are doing.
Collaborative work spaces. Awareness of co-workers. Facilitating the cohesion and functioning of a

group.

Meeting structure agendas, minutes, civil discourse. Verbal interaction (6.4.0).

Figure 5.32: Group interaction can be based around artifacts such as a computer.
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5.6.4. Recording Meetings

Suppose that a complicated design problem is discussed at a meeting; later, one of the participants
wants to review what was said. The records of individual meetings are called “meeting archives” or
“meeting memories”. This could be an entire multimedia recording or it could focus on the organi-
zational business conducted at the meeting. Typically these are ad hoc and relate to organizational
knowledge management (7.3.1) more than to formal archives (7.5.1). Continuum from personal infor-
mation management (4.11.0). to larger and more organized groups and all of these access and create
information resources. Much less than meeting minutes.

These tools provide continuity across sessions. More than just meeting support but part of broader
activities. Recording decisions so that the issues don’t have to be revisited and re-opened. These
provide continuity across time. However, the minutes of a meeting are often brief and reflect more
organizational politics than an accurate rendering of a discussion.

The discussion of the meeting could be covered by an argumentation systems (6.3.5) or for the records
of a design group, there could be a design rationale (3.8.7). Having a recording of the meeting can be
helpful for determining conversational dynamics; not just what was said, but how it was said. That it,
indexing the meaning is crucial and can be very difficult. This can be important for meetings regarding
policy issues, as a person’s body language or tone might say more than their words. Meeting archives
can also be useful for explaining the role of one domain within a large organization. Representation is a
major consideration for records of meetings. The representation affects the ease with which information
about the meeting can be retrieved later. A meeting archive system should facilitate finding events
in the record of that meeting (e.g.,[*¥l). Difficulty with the representation of representational gestures
which are used in the meeting.

5.6.5. Effects of Modalities for Remote Interaction and Dev  eloping Social Presence

A technology-mediated conversation will be different from a face-to-face conversation. Connectivity
(5.1.5). Members of a group are often geographically dispersed, and this alters some of the fundamental
aspects of interaction. In many distance communication environments, participants are unable to see
one another, which limits the unspoken communication that normally takes place in conversation (6.4.0).
When a group is interacting together through a technology-mediated interface, it can become difficult
to realize different elements of the group dynamic, and people might not be able to grasp the roles that
come naturally to them in an actual face-to-face meeting. Even text messaging can be considered as a
medium. The more complex the message, the richer the communication medium needed. Deception.

Face-to-face interaction is the gold standard for communication*!. It is the ideal to which all com-
munication mediation technology aspires, and much effort has been, and will continue to be, spent
developing different interfaces that not only reach that ideal, but augment it. It is frequently claimed
that it is difficult to establish a relationship solely by electronic means; at this point in time, that does
seem to be the case. However, it is often possible to produce productive electronic interaction once the
dynamics of the group have been established face-to-face. Apparently, there is a greater tendency to lie
by email than in other more direct communication modalities [?]. Artifact exchange for remote work.

Social Presence
Social presence is the awareness of other peoplel®?. Individuals increase their activity or improve their
performance due to the presence of others. Social facilitation. Even avatars can create a sense of social
presence in some situations (8%, In face-to-face interaction, gaze is one indication of social attention.
Fig. 5.33 shows an automatic system to track gaze. It is an element used in the judging of emotion
and in the attribution on intention; it is a clue used when watching others and when tracking the
conversation. Mutual gaze, that is, eye contact between two people, is a sign that the other person is
paying attention. Simulated gaze is a factor giving conversational agents natural interaction Curiously,
while video does not provide significant additional information for completing most tasks over audio
channels, it is often preferred. This is the case even though some tasks can actually be completed best
with audio. From this, preference appears to be a function of the richness of the medium [¥% Perhaps

(92
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Figure 5.33: Gaze can indicate points of attention in a meeting. Gaze can be assessed by reference points on the
facel®8l. (check permission)

suprisingly, flattery by a computer agent can be very effective for motivating people [?].

Some effects of communication modalities are best explained by the salience of cues, or the obviousness
of the interaction. When meeting with a group of people face-to-face, one cannot help but realize that
there exists an interaction situation; when being spoken to, it is understood that the person speaking
should be the focus of the listener’s attention. Similarly, technology used to mediate communication,
particularly communication between people in different locations, should not allow the modality itself
to draw the participant’s attention. We may listen more intently to an audio-only presentation than
to a mixed-media interaction. This is because in a mixed-media interaction, a portion of our attention
is diverted toward the images rather than the substance of what is being said.

New communications technologies and devices provide new modes of social interaction.
Social presence from interactive robots.P This could be helpful for autistic children.

Shared Artifacts and Augmented Spaces
Many meetings and discussions are based around documents, diagrams, or other artifacts, some of
which may be electronic. In virtual meetings where not all the participants are located in the same
place, conversational anchors allow for group interaction centered on particular objects.

Some allow for interactive sketching on a shared object, such as “live boards,” which let participants
interact directly with each other on shared writing spaces. A live board or an electronic marker board
can also create a long-term record of the information that has appeared on it.

Other shared objects may include organization and/or meeting support documentation that structures
the flow or agenda of the collaboration. And, just as in the real-world, coordination is necessary to
manage people who may be involved at different stages of project development — notes of previous
meetings can be part of the shared object collection.

o
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Figure 5.34: Shared information resources often provide support for distributed cognition. Here’s a tracking slip

user by air traffic controllers as a record for a flight. The highly structured slips provide a quick overview of the flight

and can be easily transferred across shift changes. Recognizing how the are used can be helpful for developing
computerized air traffic control tools. (check permission)

Shared artifacts for completing tasks. Shared understanding of the group activities by its members.
Procedures affect human interaction. Fig. 5.35.
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Figure 5.35: Multi-user touch surface (DiamondTouch). This could be used for local or remote manipulation of virtual
objects. (check permission)

5.6.6. Shared Virtual Spaces and Media Spaces

Information systems can support virtual teams. Information systems can provide a portal between
two physical spaces These portals are called “media spaces,” and they become a part of the working
environment. Remote perception

Media spaces can be social environments with a conceptual space for people and resources. Media
spaces range from telephone calls to inter-office video links and video conferencing. A virtual media
space is very similar to a real shared space, and common norms apply: there must be a mutual
awareness that everybody is sharing the medium, and appropriate (5.3.1) behavior should be established
to accommodate everyone’s needs. Media spaces allow participants to meet and discuss common items
as if they shared the same office.

When several people work together in virtual spaces, these spaces are called Collaborative Virtual
Environments (CVEs). A CVE can provide a neutral, focused, and dedicated meeting ground for
participants. CVEs aim to ensure that all participants are aware of the same things (11.10.3). In
this environment, documents can be shared among the participants; video and audio communication
channels can also be coordinated. Avatars and conversational agents.

Roles in a community of inquiry: initiator, facilitator, contributor, knowledge-elecitator, vicarious-
acknowledger, complicator, closer, passive-learner. [103]

Socio-technical discussions. In other cases, a number of researchers may share research instruments
such as a large telescope. Such shared resources and the social structure around them are called a
“collaboratory” (5.6.6). These collaborations become part of a full-scale interaction environment that
allows groups to pool resources, data, and knowledge. Simplicity is often with regard to CVEs. It is
difficult to beat email as a flexible medium for collaboration over distance. While it may not provide
all the bells and whistles of other technologically advanced collaborative environments, it is direct and
easy to use. Conference review systems.

5.6.7. From Meetings to Teams and Projects

Teams are more stable than groups A team, especially a team engaged in highly technical activities,
needs members who specialize. Moreover, to support complex collaborative tasks such as design, we
need a collection of specialized, interlocking tools. Rather than developing generic environments for
collaboration, it is better to consider collaboration on specific activities. To do so, we must ask what
tools are required in particular collaborative environments, and then apply those considerations to
design. Many technologies have evolved since conference calls were first introduced: virtual meetings
(5.6.6), video conferencing, shared visual spaces (e.g., information spaces such as white boards), and
shared window systems. There is, a need to information coordination in projects and, ultimately,
organizations. New information environments are evolving quickly, like team rooms!'®¥!, threaded email
discussions (10.3.2), distance education, group decision support systems (GDSS) (3.4.3), and software
development environments (7.9.3).

Team formation.
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Collective reasoning. Structured analysis system. Issue-based information system (IBIS).
Hybrid local-remote teams. Group and project records.

Team members sharing expertise. Intranets (7.3.6). From teams to task-oriented online communities
such at the editing of Wikipedia (5.8.2).

Formal meetings and side channels.

Some teams never meet in person; they are virtual teams. Information technology allows work teams
to be distributed. Get groups to work and learn together. These are notable in restricted modalities of
interaction. Communication modalities and social presence (5.6.5). Collaboration in distance education.
Virtual math teams(®. CVEs. When the teams are part of a long term, for instance, when they are
part of virtual organizations (5.7.3) there needs to be significant sharing and trust so that each member
will make appropriate contributions.

5.7. Organizations

Organizations are social systems formed of individual units working together for a common goal; that is,
they are task oriented and have a relatively formal structure. Organizations need to balance flexibility
and efficient processing to adapt to change. Organizations face the additional challenge of balancing
individual needs with organizational goals. In any event, information the glue that keeps the organiza-
tion functioning. Knowledge management (7.3.1), Sharing information in organizations can be difficult.
Organizations are dynamic and often have changes of personnel and mission. First, we consider organi-
zational structure and then organizational processes. From mission, to goals, to structure. Information
ties the organization together.

5.7.1. Organizational Structure

Organizational structure is formalized in the units in an organization and the lines of management
for them. It also reflects the lines of formal information flow and control. Some organizations are
structured, while others are adaptive and flexible. Control in a traditional organization is generally
hierarchically structured (Fig. 5.36). General policies are articulated at the top level and they are
implemented at the lower levels. Other organizational types are more loosely structured, with control
and decision making spread out over a larger area. Organizations like this may include universities, or
more broadly, a federation of states. The management structure of an organization depends on the level
of control required for the tasks to be completed. Information exists at all levels of an organization, as
does interaction. Even in traditional organizations, in addition to the formal lines of communication,
there are usually many dynamic work relationships and informal channels of communication. This
structure is particularly effective for traditional manufacturing organizations. However, it assumes
different levels of information at different levels of the organization so it is less effective for information-
intensive organizations. Organizational behavior. Hierarchies facilitate coordination, motivation, and
training®¥. Organizations have clear boundaries. The organizational structure usually describes paths
of both information flow and control.

5.7.2. Organizational Processes: Workflow and Control

Organizational structure is interwoven with workflow. Roles within an organization specify activities as-
sociated with completing tasks. Typically, these roles are formally specified. A university has roles such
as Professor and Dean; each occupies a different level of authority and has different work to perform.
In society at large, social organization is facilitated by the “division of labor*?; rather than having
every individual do everything to complete an activity, individuals specialize, and become an expert
at particular activities. UML (3.10.2) can be applied to the description of organizational information
flow. Structure and roles are intertwined with processes. Organizational control has previously been
described as the flow of resources (people and money). In a highly structured organization, individuals
are often assigned roles. Roles are formed from groups of activities required by organizational tasks.
These roles may include “foreman” or “programmer”. Organizations are structured groups that have
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CEO
President
Treasurer Legal
Vice President Vice President Vice President
Manager Manager Manager Manager Manager Manager

] ] ]

Figure 5.36: Traditional hierarchical management structure for an organization. Decision control flows from the top
and information relevant to making those decisions flows up from the bottom.

cohesion and continuity. They generally work together toward a common goal within a framework.
Though, of course, split loyal is often a major issue. Formal descriptions of processes.

Information is essential for the management of complex organizations. Control?”). Not every organiza-
tional activity can be formalized. These are organizational practices rather than organizational rules.
Office workers often spend more time handling exceptions rather than routine matters. Such tacit
%m]owledge is particularly important in changing environments in which new paradigms are emerging
98] Silos.

As we shall see in (8.11.2), this generally makes organizations smaller and the boundaries and interfaces
between organizations more important.

Office work as practical action in which decision making and problem solving are critical.
Multitasking and interrupt-driven task activities.
Measuring productivity in office work.

Information Flow and Workflow in Organizations

Consistent with business process specification (8.11.2) and object-oriented design (3.9.3). Prescriptive
work control systems. Workflow specification is a type of situated planning. Roles must be matched
to the capabilities and the schedule of the individuals which fill them. Traditionally, those at the
top of the organizational ladder determine for the organization to function smoothly. Organizational
decisions should come as a result of an analysis of the desired goals and the existing procedures.
The framing of organizational decision needs affect information needs and information seeking. In
traditional organizations, there are usually formal processes. However, in real life, organizations don’t
always follow those processes. For instance, organizational activities may also include less formally
defined procedures known as shadow functions. = Worklfow leading to preservation (7.5.3). There can
be too much emphasis on process.

Information may be viewed as the glue which holds an organization together. Control from one part
of an organization to another. Parts of an organization must communicate to focus activities, such as
scheduling meetings or designing new products. Thus, an organization is likely to have an information
infrastructure that includes libraries, intranets, training, and databases. Some information systems
control and track the flow of a product through manufacturing (production). Other systems control
communication and information itself. These systems and roles are focused on the management of
information within a group or organization. “Gatekeepers” are those members of a group or organization
who mediate between the outside environment and the group”!. They do a type of information filtering
(3.2.3); that is, they systematically collect information from the external environment and forward it to
individuals inside the organization. While this sounds nefarious, it often consists of identifying trends,
marketplace indicators, or other beneficial information to those who can use it. In addition to the
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formal chain of command in an organization, there is also interaction in work teams and simply from
friendships (5.1.0, -A.3.5).

Information may flow smoothly within an organization but introducing information systems may not
always be successful. Like the theory of structuration and the socio-technical model, it is best for an
organization to use an emergent model in the adoption of information systems and new technology
(7.9.6). This allows the development of structures, processes and systems to fit the overall task.

Representing information flow in organizations. Managing incentives.

5.7.3. Individuals in Organizations

Organizations should be designed to effectively process information, as it is one of the most integral
elements of an organization. Clearly, information is critical in an organization and there are specific
positions within a company designed to manage it. We focus on social interaction within organizations
and basic organizational structures and processes. Later, we will examine variations of these basic
models. Stories and the organizational culture. Individuals often do not fully share the goals of an
organization. Rather, those individuals’ involvement may be based on other incentives.

Sociability and social networks in organizational environments. When does an individual decide to
share information in an organization?

Individuals in organizations may ask the question of what is going on here? This is organizational
“sense-making” ' (3.1.1). This emphasizes the ambiguity of social constructs. A committee, cuts
across functional areas. Organizations are made up of individuals so it is worth considering the orga-
nization from the perspective of the individual. We might ask how individuals react in the context of
organizations1%4. Critical thinking as sense-making. Organizational narratives versus reality. Internal
logic for organizational decision making.

Socio-technical interaction networks.

5.7.4. Politics and Power in Organizations

5.8. Institutions and Communities

5.8.1. Institutions

Institutions maintain society’s values and, thus, the coherence of society. Some institutions, such as
marriage, family and religion, are broad social conventions which are related to norms. Other institu-
tions such as the judiciary are related to the government. Still other institutions such as universities,
museums, and libraries. Establishing socially desirable behavior [*°!. But, other institutions involves
financial institutions are also information intensive.

Institutions have momentum and are difficult to change. Information is essential for most institutions
but some are information institutions (7.1.0). Management in institutions. Institutions are, of course,
social creations.

Institutions are often resistance to adapt to changing situations. At times, this can be of value. At
other times it can be frustrating.

Mission creep.

5.8.2. Communities

A community, loosely defined, is a group of people with a sense of coherence and interdependence. This
coherence can be the result of geography and government — the most traditional sense of community
— or it can be the result of a shared identifying characteristic, interest, or profession. A community can
usually be characterized as a particularly closely interconnected social network often with significant
social capital between the members.

Unlike most organizations, communities rarely have a formal structure or roles. Members may act
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under shared values, which might lend cohesion to the group and lead to the development of a network
of commitments, but communities generally do not have a defined structure such as is common in
organizations. Community members can also offer each other mutual support and sometimes effective
conflict resolution. Information is interwoven with communities. indeed, virtual communities are
entirely mediated by information services. Beyond simple task completion, communities facilitate
sociability (5.1.1). Scholarly community (9.0.0). Communities are often based around information and
information exchange.

Traditionally, a community is composed of people who live near each other, and they generally have
a common a government, economy, and ecology. Some characteristics of communities are shown in

Fig. 5.38.

| Type | Description |
Proximity | Community by virtue of spatial proximity.
Practice Share knowledge and responsibilities.
Interest Shared non-task oriented activities.

Figure 5.37: Some types of communities. (merge into text)

| Aspect | Description |
Cohesion The sense of there being a group identity.
Effectiveness The community gets things done.
Help The ability of members to ask for and receive help from other members.
Relationships The likelihood that members will interact individually.
Language The use of a specialized language.
Self-Regulation | The ability of the group to police itself.

Figure 5.38: Some attributes of communities (adapted from[87]).

Figure 5.39: Communities may form clusters in social networks.

Community Dynamics
Legitimacy of community membership and respect for opinions. Regulating behavior or members. Com-
mon bonds and empathy with other community members. Becoming parts of a group. Socialization.

Community Information Practice
Members of a community share many information needs. Newspapers (8.13.7). Radio stations. Citi-
zen journalism. Wikdelphia. Geographic factors in topic models. Communities maintain knowledge.
Community archive. Community Repositories.

Digital inclusion.

As communities develop, recording their interactions and history becomes more important, and various
types of information systems may be developed for the purpose. In towns, for example, information
systems such as a newspaper or radio station may inform people of community activities, and keep
them abreast of news, events, and history. These records can become a “community memory,” which
documents important events or just tracks the development of the community and its progress. In the
area of information systems and community memory, communities of practice are the most developed
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and contribute the most to our understanding of the relationship between information science and
systems and varying ideas of community. Community informatics. Making information available for a
community. This could be a government information service or it could be related to records.

Community Models
Can include data about infrastructure.

Communities of Practice
People who work together because there are synergies in their skills and knowledge. Membership
provides a type of social capital. Facilitates information sharing among members. Discussing work
practices. Situated learning such as apprenticeships. Practice leads to action. Communities of practice
often support knowledge collection and dissemination related to their field. Peripheral learning of tacit
information by observation of the group. Professional practice (5.12.4). In-group and out-group.

Professions and Professional Communities
Professions have a specialized body of expertise. They generally involve extensive training and uphold-
ing professional values. Professions and institutions (5.8.1).

Groups of professional in a given area may form professional associations. There is also a down-side in
that they can also exclude outsiders. Guilds. Professional association.

Members of professions as law, journalism, and medicine as well as craftspeople such as plumbers and
electricians, form communities of practice. Sharing knowledge with stories. Communities and social
networks.

Professional associations. These are learned societies (9.1.1). usually set ethical standards and dissem-
inate technical information of relevance to their members. Craftspeople and their information needs.
The activities of a community of practice include some explicit procedures and some which are tacit
and almost impossible to articulate. However, like all organizations these can also be reactionary and
membership may be excluded. Jargon. A professional association is different from a trade association
which is generally composed of companies which produce similar products.

Apprentices. We will discus communities of practice in the context of knowledge management (7.3.1).
Jargon.

Discourse and Document Communities
One example of discourse communities is scholarly literature (9.1.1).

They use language to create boundaries. Discourse communities own genres. Sets of organizational
documents can reinforce the organizational boundaries. Print culture (8.13.6)and bibliophiles (8.13.6).

Online Groups and Communities
Differences in being remotely located as affected by communication modality (5.6.5). Member-mediated
online communities such as wikis (10.3.2). Game communities. Clubs. Fan communities. Motivating
contributions by (a) emphasizing uniqueness of goals and (b) given challenging goals [?]. Sociability
and friendship in these online communities. Social presence can strengthen commitments to an online
community. Online communities as an information resource for instance by learning what other people
in a similar situation have encountered. Community structure and norms.

Increasingly, there are ad hoc online groups to which individuals contribute. Managing online groups
and other services.

Designing online communities. Typically, communities should provide both information and emotional
support.

Games (11.7.2). Massively multiplayer games (MMOGs) and massively multiplayer role-playing games
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(MMORPGs). Opposing factions. Different types of play. Data collection from the game players.
Game-centered face-to-face social interaction.

5.9. Culture

5.9.1. What is Culture

Culture is the amalgam of the norms, beliefs, rules, traditions, art, history, and myths of a society.
Culture as what peoples actually do. They can also be interpreted as providing a shared meaning.
culture is based on shared assumptions. Culture is a set of beliefs which maintain the values and
cohesion of a social group as it is learned and transmitted across generations. Presumably, successful
cultures have a survival advantage for the group.

Culture depends on information transmission and it is greatly affected by communication media and
records. Translating words is a fairly simple matter; it is more difficult to make clear the cultural
meaning they may carry. Information artifacts, such as books, stories, and sculptures can provide a
record of a culture, and hence can help to preserve it (7.5.4). Information systems are artifacts of our
culture. Their organization and structures reflect different values, preferences, and abilities that a group
may display. While the relationship between culture and information science and systems may seem
tenuous, it can be quite important, particularly when designing a system for use by people of another
culture.

Figure 5.40: Balinese water temples and the rituals associated with them support an elaborate system for managing
irrigation(®6], (check permission)

Fragmented culture. Culture in modern society. Culture and family size.

Culture and the tribal level of social organization. Cultural niches. Kinship (5.1.1). Modern society in-
cludes many cross currents, counter culture. Education and culture. Culture and information behavior.
Willingness to ask questions. Culture and dangerous knowledge. Ritual. Culture as an adapted set
of constraints for meeting a human group’s needs in a given environment. Other cultures might have
developed to meet those constraints and some of those solutions may be more effective than others and
some may be more adaptable if the environment changes.

Dimensions of culture. Homogeneity of culture. Power distance, individualism. National culture [?].
Oral cultures. Cultural assumptions and indexing.

Culture helps to structure human activities®®!. Culture helps to define norms (5.3.1). Culture helps to
shape belief systems (4.5.0). Ecology of norms. Tradition. Ritual and creating meaning. Establishing a
shared narrative.

Cultures are not monolithic. Sub-cultures. Fandom as a sub-culture. This is often associated with
social-network.

Cultural learning. Cultural tradition as a learned representation. Culture often helps a social group
cohere and survive. Though, in many cases the reasons the cultural traditions are not apparent. In
some cases, the traditions help the culture manage resources (Fig. 5.40). Other traditions such as those
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surrounding weddings and funerals provide stability and continuity of the culture itself. Culture and
narratives (6.3.6). Cultural modeling.

Culture in relation to modern society.
Participatory culture.

Cultural Management of Knowledge. Traditions about treating knowledge. Cultural traditions about
culture. Applying cultural dimensions. Cultural property as a form of intellectual property.

Among the differences in cultures are the differences in category systems across cultures. Culture and
categorization %], Ethno-classification.

Culture and language (6.1.2). (Fig. 5.41) Patterns in search terms (10.11.2).

Months J
Example

Figure 5.41: The frequency of postings about a given topic are a function of two factors.

Cultural models®®. Cultural traditions need continuity. Cultures are adaptations to one set of condi-

tions and are not necessarily well adapted when those conditions change. Indeed, cultures can sometimes
be harmful and out of sync with their environment.

5.9.2. Cross-Cultural Communications and Interaction
The ambiguity of language can be amplified as people different cultures try to communicate.

Effect of disruptive media on culture.
Challenges of moving across cultures.
Ability to interact across cultures. “intercultural competence”.

Cultural Change
On one hand culture is continually evolving across people. On the other hand, for a given person,
culture can be difficult to change since it deals with solutions for basic human needs and generally has
social reinforcement for beliefs.

Culture versus technology[®! and external forces for change.
Cultural change and adaptation.

Mixed Cultures and Cultural Transitions
In the modern world, culture is continually changing.

Change is an issue for archival description (7.5.4).

5.9.3. Cultural Heritage and Memory Institutions

The relationship between these institutions and political constraints. In our complex, industrialized
society culture is maintained in part by large institutions such as libraries and museums. A slightly
different view of institutions frameworks for social interaction. Relationship between cultural institu-
tions and educational institutions. These “public spaces” exist distinct from commercial organizations
(54 Community memories. Libraries (7.2.1) are cultural institutions. Traditional libraries have served
an important social and community role; they provide stability and a standard of open knowledge for
the community. Role of small town libraries [?]. This is a major benefit of community information
services (5.8.2) and supporting collaborations. In many towns and universities, libraries are places where
students can gather, have a quiet place to work, and socialize. It is apt that libraries are a place to
socialize, as information is inherently social: it is passed from one person to another through books,
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conversation, painting, and innumerable other modes, and now through electronic information systems
as well. These organizations serve broader educational and knowledge-creation roles as well.

Elgin marbles.

Indigenous Control of Culture
Who owns cultural traditions? Could be related to intellectual property; however, the logic seems to
have to do more with respect than with legal control. Perpetual rights to cultural, especially, sacred
content.

Respect versus rights. Of course, it is difficult to legislate respect.

5.9.4. Media and Culture
Media dissemination of culture. We cover media more generally in (8.13.7). How should cultural insti-
tutions handle complex objects such as mashups.

Does Media Violence Cause Individual Violence?
Does watching violent movie or playing a violent video game make that person more likely to act
violently themselves. There is some evidence that media violence causes individual violence. However,
there are usually many levels of social constraints on a person. While violent games can sometimes
cause a short term physiological arousal, they are generally not as strong as social norms. Mass culture.
Catharsis.

There is a vigorous debate about the relationship between viewing violence in the media and the
occurrence of violence in society. One view suggests that people imitate violence such as that on
television, movies, music, or video games, and that these negative images contribute to the violence
that occurs in society. Other theories suggest that these media merely reflect the violence that is already
inherent in society, and that the violence itself is primarily due to other social factors. In addition,
they may be harmful to young people with mental health problems [?].

PlayStation.2

Figure 5.42: Do violent video games increase violence in the players of those games? (check permission)

22l Does viewing smoking cause an increase in smoking? Generally attitudes and habits are slow to
change, but there are situations where that happens. Social roles are those identities that are found
throughout society, such as man, woman, parent, child, boss, and employee. Beyond violence within
a society, individuals may also infer norms of behavior for social roles from media input and social
learning. For example, media may present extreme characterization of social roles.

5.9.5. Institutions and Organizational Culture
Globalization and cultural transitions.

Information Culture
Cultural factors in information behavior [?].
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5.10. Living Analytics
5.10.1. Everyday Life and Living Analytics

Data sets about everyday behavior.

How do people actually live? How much television, etc. How do people spend leisure time. Patterns of
consumption.

Behavioral economics and everyday decision making.

5.10.2. Technologies and Social Interaction
Big data.

Transportation tracking . optimizing travel based on where people want to go

5.11. Education

Education involves both social and cognitive processes. Education and information are intertwined.
Education may mean learning a complex interlocking information structure rather than individual facts,
and should focus on acquisition of complex new skills or new points of view. Education, knowledge, and
information are rarely used in a vacuum. Education has it has both cognitive and social dimensions[®8.
It is one thing to learn a new skill set, but it is another to know or learn how to apply it in the world
or to communicate it to others. Also, the process of learning itself is often interactive: discussions,
explanations, persuasion. Education helps to make individuals effective members of a society or culture.
It also helps to perpetuate that culture. The ultimate goal of learning is changing an individual’s
behavior; for instance, the student can speak to someone else in a foreign language whereas before
they would have been silent. However, because changes in cognition seem to be necessary for changes
in behavior, learning sometimes focuses on cognitive changes. This highlights the natural connection
between education and information resources. The balance between them recalls the discussion at the
beginning of this chapter about the relationship between society and individuals. Ultimately, we would
like to determine the conditions for the most effective learning.

Learning sciences.

5.11.1. Instructional Objectives

Education is an essential function of society. Schools and universities are social institutions which are
important for transmitting social conduct; but in a complex and diverse society, this often means there
are many different goals often contradictory, of what those goals are. Among these are the importance
of socialization, of care-giving, of learning independence and creativity, and of abstract thinking skills.
Are some more important than others? Is it important to learn how to do arithmetic? What is the role
of the parent versus educational institutions. Systematic education for young people for making them
productive members of society. Education of young people also depends on physiological and social
maturation.

Providing both content and processes (5.12.2). People are adaptive, but not infinitely so. Forming habits
and providing a base of knowledge for future effective action. Most would agree that a worthy goal is
the mastery of a skill required to complete a job; this would allow the individual to be a productive
member of society. But what job? Some people value home schooling, while others point to the benefits
of “living learning” (e.g., how to get along in a dormitory). Ultimately, the point of education is to
change behavior and not just provide information. Presumable, the same skills that a student learns
when studying arithmetic are used in their career.

Avoiding commercial and political influence in education.

5.11.2. Theories for Learning and Education
A wide variety of learning theories have been proposed over the years. Rather than trying to compare
them, we can examine them from the perspective of the two main approaches to education that we
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have adopted: cognition and social interaction. We have briefly discussed detailed cognitive learning
phenomena (4.3.5), and later we will consider machine learning (-A.11.0). As we noted at the beginning
of this chapter, in education, as in all of human activities, there is a mix of social and cognitive
perspectives. Evaluation of educational widgets.

Cognitive Perspective on Education

Cognitive theories of education focus on the development and modification of cognitive representations
(4.3.0, -A.11.0). Education may be viewed as a process of re-structuring a student’s concepts. Here we
consider two types of cognitive theories: information processing theories and constructivist learning
theories. When presented with a new experience or piece of information, we contextualize it based
on many factors: the experience of acquiring the piece of information, the expectations we have for
it, and previous related information or experiences, to name a few. It is then incorporated into our
understanding or mental model using a grouping strategy. Thus, information processing theories of
education focus on the external presentation of facts, figures, and theories in a way that allows students
to easily include them in their pre-existing mental model. This is the classical model of education;
teachers present information and students memorize it.

By comparison, “constructivist” focuses on the construction of meaning from fragments of information.
This is related to sense-making. It includes discursive, adaptive, interactive, and reflective components.
In essence, students build, or “construct” their own meaning of data, events, or observations. After the
learning exercise, students need time to reflect on the educational experience and to consolidate their
interpretation of it. Learning about processes rather than facts?l. Gleaning information from the
world. Web of concepts. Developing conceptual models. Learning by Doing: Dewey.

Social Perspective on Education
Learning is social in many senses (e.g.,[88). Cognitive aspects are often dominated by the social lives of
the students, their peers, their families, and the broader social context. In a narrow viewpoint, students
often learn procedures by talking with other students. We have already noted imitation (5.5.4). Even
constructivist approaches to learning often emphasize the importance of social interaction [1°?. Even
the content and concepts of learning may be viewed from a social perspective; for instance, we can say

that learning happens as one negotiates or pulls meaning from the output of external sources [67119],

The social is internalized to the cognitive through time!*0%

Training versus education. Credentialing.

5.11.3. Instructional Strategies

A teacher needs to decide how to implement an instructional strategies. Pedagogy is the approach
selected for teaching. The pedagogical model is a description of how that pedagogical approach works.
Pedagogic models, domain models, student models.

Pedagogical Models and Instructional System Design (ISD)
Fig. 5.43 illustrates the typical stages for developing a strategy for instruction. Developing critical
thinking by comparing information resources [/, Inquiry-based learning. Reflection. Instructional
system design (ISD). Critical thinking*%!.

Identify educational needs and goals
Assess current knowledge
Develop a strategy

Start instruction

Figure 5.43: Outcome-based learning. Stages in planning for instruction (adapted from[65]). As the instruction
proceeds, there may be additional assessment and refinement of the instructional strategy.
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The “pedagogical model” is the strategy for teaching; it may be used to provide heuristics of when to
intervene in a student activity. Teachers need to tailor content to the capabilities and interests of a
group of students. The strategy must go beyond single applications to enable the development of an
integrated curriculum. This is an authoring task; educational objectives need to be integrated with
available content. A number of learning strategies have been proposed (Fig. 5.44). These go beyond
lecturing in traditional classrooms.

| Instructional Strategy | Description or Example |

Rote Learning by memorization.

Resource-based Learning by using information resources

Problem-based Learning by working on (and solving) a problem.

Project-based Learning by working on a project. This is related to problem-based learning.
Experience-based Learning byu doing, Apprenticeship, Field trips.

Inquiry-based Learning by exploring complex questions.

Figure 5.44: Several common pedagogical strategies.

Inquiry-based learning is one way to implement constructive learning. This approach suggests that
learning is best supported by questions that students generate themselves. A student might collect
evidence and then make generalizations from it. These processes are best implemented by a five-stage
learning model*® that is similar to the stages of information for developers of scientific theories.

Projects can help a student understand the interaction of aspects of a complex task. Project-based
learning can be done, in part, with simulations and reasoning support. Reasoning support can help to
illustrate patterns or relationships that it is necessary for a student to understand for the completion
of a project. Simulations can allow students to control an environment; a model of physical effects
can be used for teaching the laws of physics. A simulation might be used by a student to learn the
equations necessary for launching a satellite into space. Simulations approximate behavior, but often
with less-than-realistic displays; they may include virtual reality. Simulations can be particularly useful
for allowing students to experience environments that are inaccessible or conditions that occur very
infrequently, such as the ocean floor or outer space. More general implementation of simulations will
be considered later (9.5.0). Training simulators. Medicine.

“OK, here’s the deal.” The gruff inspector snarled as he spoke to your team of detectives. “For a long
time people have been blamin’ things on the moon! People claim to be crazy because of it, lovers claim
to be under its spell, and even hospitals blame the full moon for loaded emergency rooms.” “Yeah!”, one
of the newer members of your team replied flippantly, “So what’s new?” The rest of your team let out a
low sigh. Now the whole team was in for it! “I'll tell you what’s new, Mr. Smartypants,” the inspector
glowered at each of you slowly, “Now some nutcase has brought charges against the moon for causing
the tides! And, its your job to bring me proof one way or another!” The inspector turned back toward
his desk and we thought he was through. He wasn’t! He turned back to your team, pointed his finger at
you and said, “And you only have two weeks to solve the case. Now get started!”

Questions: Can you find a pattern that will convince the jury that the moon is responsible for the tides?
If the moon is guilty, does it have an accomplice which contributes to causing the tides?

Figure 5.45: Web Quests challenge students to use Web pages for resource-based learning. (check permission)

Learning requires not only cognitive processing but also motivation. Student engagement — that is
attention to the task — is essential to learning by getting the student to synthesize and reflect. It is
helpful to engage the student as opposed to using passive listening or reading, and to use “learner-
centered design” (3], Other examples and techniques of constructivist-like learning include: experience-
based learning*”!, such as field trips and experiments; allowing students to put something into their
own words rather than memorizing the words of another; encouraging the deep processing of concepts
by forcing students to build their own knowledge while working on a complex and hopefully motivating
question.
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Scaffolding provides a framework to help students to learn. Scaffolding may be seen as setting the
experience level so students can make their own discoveries. The scaffold can be gradually removed or
faded as the student’s learning improves. These techniques supports constructivist learning 19 which
suggests that students construct knowledge for themselves. A related approach attempts to find the
teachable moment.

Teaching and Tutoring
Teaching is a transfer of skills from on person to another. Teachers apply strategies for meeting edu-
cational objectives. A teacher creates an environment for learning, usually by developing a curriculum
and assembling materials. Teaching in a classroom may be contrasted with one-on-one tutoring. In
traditional schools, it may also involve talking with parents and, of course, working directly with
students.

Feedback is an integral part of teaching and tutoring. Sometimes, the feedback can be minimal — just
showing the student what he/she has done. At other times, the feedback may be tailored. Indeed,
there are effective feedback languages to guide students without excessive use of criticism.

X

Figure 5.46: Tutoring.

Tutoring is personalized adaptive instruction. The tutor determines what pedagogical strategy to
apply for a particular student: how and when to intervene, either to explain material or to redirect
the student’s attention, and when to encourage reflection. Language, of course, is essential for this. To
understand what makes for effective human tutoring we can examine transcripts of tutoring sessions

(Fig. 5.47).

Tutoring discourse such as explanations (6.3.2). Fig. 5.47. Dialog management for tutoring (6.4.0). Note
that in the example the teacher does not contradict the student, but poses a question which may help
the student identify an inconsistency. This is an example of the “Socratic method” which is based on
challenging students with questions and discussion. This is a type of discourse specific to education
(6.3.2). Tutoring and question answering (10.12.0). Accountable talk gets students to articulate complex
concepts.

| Actor | Statement |
Tutor Do you know why it rains a lot in Oregon and Washington?
Student | There is a warm current passing over cool land.
Tutor Do the Cascade Mountains there affect the amount of rainfall?
Student | No, no, no.
Tutor How can the Andes affect the amount of rain in the Amazon and the Cascades not affect
the rain in Oregon?

Figure 5.47: A tutoring dialog[51]: Note how the tutor highlights the conflicting answers of the student to have the
student better understand the underlying processes.

Intelligent Tutoring Systems (ITS) can adapt to individual students. Even if the entire process of
tutoring cannot be automated, perhaps some aspects of it can be. For instance, agents might simply
coach students, rather than attempt to manage complex interaction®?. “A teacher for every student.”
Tutoring vs learning Logo. It is a small step from tutoring systems to serious games. Training with
games (11.7.2). Gamification.

Student-to-student computer-supported peer review.
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Educational Assessment

Assessment determines progress toward an objective. Presumably, for education we are concerned with
functioning in real-world tasks The knowledge of students needs to be assessed at different stages in
the educational process. There are two functions of student assessment: assessment for the purpose
of evaluating the student and assessment for understand the impact of the supporting information
system. Assessment ascertains what a student knows and can help determine what should, or needs, to
be taught. For skills training, a “skill gap analysis” could be conducted to determine what the difference
is between the skills a person has and the skills they need to complete a task. Validate assessment tool
against outcomes. Outcome-based assessment. Criteria for assessment tools.

Embedded assessment can be part of the interaction such as part of an online tutoring session

Typical quizzes ask for a single factual answer to questions. This is known as “item-response testing”.
This method may be contrasted with testing that involves more complex responses, such as answering
essay questions. It is important to find the set of test questions for systematic assessment; educators
must be aware that the interpretation of questions on a test may be subjective. In traditional testing,
the same questions are given to all students. However, with interactive systems it is possible to tailor
questions to a student’s knowledge. Moreover, adaptive testing adjusts the questions to the level of
knowledge of the student. Data collection about what works in the curriculum [?]. Modeling affective
state of students.

Representing Student Knowledge with Student Models
If we have a model of the learning process and of the student’s knowledge, we should be able to be
more effective at tutoring. There are several aspects of a student’s knowledge that can be modeled
and several ways to represent these concepts. Developing a model of a student’s knowledge within a
particular domain is a useful step in developing a learning system. Models of for how a task should be
solved. Models of the student’s general knowledge and state.

A tutoring system may employ a student model, which is similar to a user model but a student model
attempts to capture the level of the student’s knowledge. Interaction between students and teachers
is a specialized type of discourse (6.3.2). Modeling a student’s knowledge from just a few observations
is treacherous. Suppose a student was trying to do a fractions problem, such as Eq. 5.2. What would
you conclude if the student gave the answers in Eq. 5.3 or Eq. 5.47 Rather than treating the symptoms
of knowledge deficiency, such as an incorrect answer, it is helpful to identify the “root cause” of any
problems, such as the process by which a student arrives at an incorrect answer. However, this can
be difficult to sort out especially if the student has multiple sources of confusion. The behavior event
stream in very limited is understanding the detail of what the student is thinking. A more subtle
representation would show student goals and activities. Indeed, student performance can be predicted
with data about the student’s activities at the university. Knowledge representation (2.2.2)for the user
model.

1 1 2

B} + 5 = 35— 1 (5.2)
1 1 1 .

sty = 3 (incorrect) (5.3)
1 1 1

— 4L = Z (; A4
3 + 3 5 (incorrect) (5.4)

Implementing Computer-Based Tutoring
Behavior graph. Conversational agents. Providing feedback.

5.11.4. Instructional Design
Many educational technologies have failed by teaching skills outside of a broader curriculum. Effective
instruction needs to be built on more than learning isolated, individual concepts. Design (3.8.0). Rather,
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a coherent set of concepts needs to be woven together to form lessons, courses, and ultimately an entire
curriculum. Instructional planning should specify desired outcomes (Fig. 5.49). That is, educational
goals can be identified and components could be designed to contribute to those goals. At a second level,
however, we can identify underlying concepts that cut across several content areas. These underlying
concepts can be applied to many areas of education and not, say, just arithmetic.

| Dimension | Description or Example |
Domain knowledge Knowing about a specific content area.
Knowledge of the learning environment | Knowing what aids are available and how to use them.
Self-management Monitoring oneself while learning.

Figure 5.48: In addition to domain knowledge, a student in a learning environment needs knowledge of the learning
environment and self-management skills.

| Knowledge Skill | Example |

Remember Have heard of SQL.

Understand Know what SQL is good for.

Apply Could decide when SQL should be used.

Analyze Can determine what might be wrong with an SQL statement.

Evaluate Could decide whether an SQL statement is doing what needs to be done.
Create Could create new SQL statements.

Figure 5.49: Hierarchy of knowledge skills[23! for a domain and an example using the Structured Query Language

(SQL). Instructional system design might specify the level of knowledge expected of students.
These are both cognitive factors and affective factors.

Incentives are a way to implement a design for a social activity. Creating habits with incentive structures
o]

Learning involves much more than simply acquiring facts about a particular domain (Fig. 5.48). A
student should learn not only the content of the domain, but also the process of learning. Understanding
the process of learning involves “meta-cognition,” which is the awareness of one’s own thought processes.
Help-seeking. This is related to information seeking. Being trained in this awareness can help a student
to self-manage the learning process in all other educational domains. Several factors determine the
selection of teaching methods from the real world: Theory, cost, and social priorities must all be
balanced.

There are several different levels of knowledge skills (Fig. 5.49); they reflects the depth of understanding
and the degree to which that understanding can be applied. Remembering knowledge is viewed as more
basic than being able to evaluate that knowledge or to create it. It is one thing for a student to memorize
facts, but it is quite another to relate facts to each other and absorb their unified significance. Simple
memory is, of course, essential to learning. But, this broader perspective suggests that learning that
consists of a range of techniques, from memorization to concept integration to application. Language
and education (5.11.5).

5.11.5. Educational Informatics

Technology is most effective when it is woven into an educational plan; that is, there should be an
emphasis on education rather than technology. As noted earlier, this is a mixed blessing. Pros and
cons of technology in the classroom !, Evaluation of information technology for education. such as
the value of cellphones for classroom use. Supporting collaborative learning and learning communities.
Supporting task interaction with shared artifacts. Information environments should be able to stimulate
learning. How the use of information resources affects learning.

Serious games (11.7.2) for education. Fun can increase motivation and engagement. Multimedia inter-
activity may increase attention. However, immediacy of games may reduce reflection. Measuring the
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pedagogical value of games. Assessment via learning games. Pointification.
Teaching social skills.

Science, Math, and Computing Education
Many concepts is science and math are abstract; however, they can be illustrated with models. Virtual
manipulatives (Fig. 5.50). Visual and/or conceptual demonstrations, like those provided by simulations
and reasoning support, generally help a learner to develop a greater, and deeper, understanding of a
topic than a simple recitation of definitions or facts®% (Fig. 5.51).
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Figure 5.50: Virtual manipulatives allow students to explore principles. . Here are two examples: A virtual frog
(left) can help students learn anatomy and a math manipulative (right) teaches the concept of multiples of 10. (check
permission)

(101]

The concept of prime numbers appears to be readily grasped when the child, through
construction, discovers that certain handfuls of beans cannot be laid out in completed
rows and columns. Such quantities have either to be laid out in a single file or in an
incomplete row-column design in which there is always one extra or one too few to fill the
pattern. These quantities, the child learns, happen to be called prime numbers.

Figure 5.51: Visualization can be useful to help young students understand prime numbers39,

Personalization of math problems with natural language technology. Collaborative problem solving.
Mixed-initiative dialogs for collaborative problem solving.

Learning to solve complex science problems. Medical simulations for training (9.9.1).

Constructionist Learning Technologies Computer programs specify processes (6.5.2). programming, or
instructing a computer to perform a series of commands. It is helpful to be able to visualize, the
effect different programming actions have on the output of a computer. Logo, for example, is a simple
programming language that is suited to this purpose!™!. Using it, a student can explore the effect
different commands on a graphical display. It makes the student articulate the assumptions behind the
graphical procedures. It also introduces programming basics to the students.

Algorithmic thinking. There have been claims that learning to program leads to better problem solving
(7], However, the empirical evidence does not support this[®?. Alice is an object-oriented programming
language (3.9.3) which manipulates graphical objects (Fig. 5.52) P9l Object-oriented programming is
a good way to implement businesses processes. Scaffolding can help transitions among programming
languages!®?l. Another view is that programming languages should be easy to acquire. Alice for telling
stories. Everyone a programmer. Scratch. Squeak. Difficulties of thinking about classes and objects.

Science education and explanations (6.3.4). Scientific inference and reasoning can be supported with
argumentation systems (6.3.5). Learning about argumentation. Discourse (6.3.2).
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bunny.move(up, 0.15)

bunny.drum.move(up, 0.15)
Figure 5.52: Alice world and Alice program. In the first lines, the whole bunny moves. In the second line, the drum
moves. (hew photo)

Learning to Read and Write
We examine cognitive issues in reading later, but here we consider technologies for the support of
reading. Human language technologies can help to develop tutors for reading. We will examine cognitive
processes and social implications of reading later (10.2.0). Reading without formal instruction.

There are many skills involved in reading ™ ranging from correct pronunciation of words to under-

standing the meaning of words in a given context. One information system strategy presents sentences
on a screen; the student reads them aloud, and a speech recognition system processes what the student
has said and provides feedback (Fig. 5.53). A student’s cognition in reading, literacy, and writing is
the result of several factors, several of which include: (a) that they use reading to obtain meaning
from print; (b) have frequent and intensive opportunities to read; (c¢) be exposed to frequent, regular
spelling-sound relationships; (d) learn about the nature of the alphabetic writing system; and (e) un-
derstand the structure of spoken words. A lack of any of these experiences can lead to difficulty in
reading and writing['¥. Children’s literature.

Computer assisted language learning us speech recognition technologies (Fig. 5.53). Computer assisted
language learning (CALL). Summary Street project.

GCOODNIGH f—
4l- ' MOO/E

Figure 5.53: Learning to read is facilitated with a multimodal presentation. lllustration in a children’s book Goodnight
Moon (left). Bedtime stories provide parental bonding. Perhaps students can be taught to read by using speech
recognition technology to listen to them reading out loud!™! (right). (check permission)

Phonics is a system of teaching reading by identifying constituent sounds of words and the letters
that compose them, thereby allowing students to work out and construct the meaning and sound of
written words by themselves, rather than memorizing lists of words and their spellings (10.2.4). This is
a constructivist approach to teaching reading.

When teaching a foreign language, it is particularly important to engage the student’s active partic-
ipation, as opposed to using passive listening or reading techniques. This can be accomplished with
networked distribution and multimedia immersion and is another area where information systems are
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revolutionizing education. Information systems have made a much wider array of foreign language
materials available to schools and individuals than had previously been the case. Moreover, automatic
speech recognition means that the student can be given interactive exercises.

Spontaneous reading with OLPC.

Educational discourse. Feedback on student essays can be provided by text-analysis (10.4.0). A text
summarization tool may be used to provide feedback on a student’s writing by determining how closely
a student’s composition corresponds with a pre-determined level of topic coverage!?l. Similarly, col-
laboration can be used when learning to write.

Information Resources and Education
Many of the systems we have described are active and try to anticipate students’ needs, using informa-
tion system technology to supplement traditional learning techniques. Another educational approach,
however, is to have students seek to discover answers (education) for themselves. This system encour-
ages students to investigate questions by accessing rich content. Libraries — can be viewed as complex
information systems — play a key role in this aspect of education. Generally, information systems allow
students to explore and acquire information. Understanding and using structured information %8l

Libraries (7.2.1). Resource-based learning allows students to build their own knowledge and meaning
from various artifacts, or resources (5.11.3). Although it is difficult for some readers to integrate and
synthesize information from several different perspectives presented in various resources, extracting
significant concepts from an information resource is a skill that students can learn.

5.11.6. Effectively Presenting Information
Managing attention with multimedia.

Learning Objects and Educational Metadata A library provides a range of facts and viewpoints. These
facts and viewpoints, scattered among such disparate items as books, microfilm, computer programs,
and artwork, support “resource-based learning” by providing “learning objects”. A learning object, as
discussed above, is simply a resource that supports learning. Within any teaching system — be it an
individual classroom or an entire university — the selection and presentation of learning objects are
clearly vital to successful education. However, it is unrealistic for an individual teacher to search through
and evaluate every possible learning object on a particular topic without having some knowledge of
what the objects contain; in this regard, educational metadata becomes very important. One possible
solution to this problem is the Dublin Core Metadata Initiative (2.4.4) which has been extended to
include educational resources (Fig. 5.54). Open-access educational materials.

| Attribute | Description |

Audience For whom is the material intended?
Duration How long does the material play?

Standards | What educational standards does it support?
Quality Quality ratings.

Figure 5.54: Elements added to the Dublin Core standard for describing educational materials(®!.

Learning objects need to be interoperable with other educational environments. Object-oriented design
(3.9.3) facilitates the re-use of modules (7.9.3). It is possible that educational learning objects can be re-
used much the way that software modules are reused!*). Synchronous versus asynchronous delivery.

Learning management systems can facilitate many aspects of education beyond simple content. They
can help teachers to understand each individual student’s performance, and note signs of grade im-
provement or degradation. These systems can also help to assess what teaching methods are producing
the effects, both individually and collectively. Learning Management Systems (LMS) use databases to
keep track of student activities. These activities may include class registration, grades, quiz results,
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and digital library use. Certain elements of student information need to be secured, but with simple
measures this is not difficult.

Figure 5.55: Sakai Collaboration is an open-source learning management system. LMSs typically incorporate
resources and assessment modules. (check permission)

5.11.7. Learning Environments and Learning Communities

A learning environment is the entire context in which the learning occurs. Traditionally, the context
of education is a quiet classroom; teachers often lecture, but lectures do not facilitate constructivist
learning. Alternatively, teachers can be the “guide on the side,” allowing students to develop their
individual intellectual abilities. Information resources can support different learning environments.
School libraries can support inquiry-based learning.

There are modality effects in different learning environments. For instance, traditional classrooms do
not encourage collaborative discussions. Intelligent tutoring systems (5.11.3).

Communities (5.8.2).

Educational System, Classrooms, and Schools
In the apprenticeship system, education was in is in the context where it is applied. However, much
education has moved to classrooms. Lesson plans are goals and strategies for coordinating class presen-
tation and interaction. A classroom teacher should facilitate effective interaction. Supporting classroom
discourse. Feedback languages. Instructor facilitates discussions.

Traditional classrooms are sometimes described as being like a factory; students are treated all the
same — almost as if on an assembly line. Teachers generally pace their presentations in the classroom
and engage the majority of the students. However, lectures are often presented orally and unless a
student kept very good notes there was no way for her to reclaim that information. However, classroom
presentations could be videotaped and those tapes could be digitized, as meeting archives often are
(5.6.4).

Multimedia instruction can be seamlessly applied to a traditional classroom setting. Different images,
figures, or videos can illustrate how to parse the material presented in a lecture (Fig. 5.56). Informa-
tion from many sources can be combined to demonstrate cross-disciplinary techniques such as gesture
recognition (11.4.1) that might be helpful in processing the content.

There are many ways to learn. Learning in a studio or a master class is often vicarious learning
(5.5.4) (Fig. 5.57).  Apprenticeship model of learning. Innovative classrooms.

Groups of students, like other groups learn by working together. A small group of students working
on a project is a community within the larger community of the school, which exists within the larger
community of society. The community brings social interaction to education at all levels, and provides
tools to support that interaction®”). This in turn gives students a supportive group that facilitates
their exploration and development. They can then build further on the social foundations of learning.
Individuals may play several different within a learning community.
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Figure 5.56: Annotations and highlights on the presentation by an instructor during a lecture I, (check permission)

3

Figure 5.57: Learning in a studio may include viewing the work of other students and listening to feedback given to
them about their work(17. (check permission)

Computer supported collaborative-learning.

Distributed and Distance Education
Increasingly, information systems are being used to facilitate distance learning. It is not always practical
for teachers and students to get together at the same place at the same time; for example, working
students may find it difficult to schedule classes due to the demands of their jobs, or rural students may
not have the time and/or means to travel to a university campus several times a week. Information
systems are helping to create situations in which the teacher and students are able to be separated
from each other, across both space and time.

Distance education may simply involve students using audio or video to attend classes from remote
locations, however, new technologies allow multiple means of communication including discussion fo-
rums, video-conferencing, online access to lecture transcripts, and online study groups. Modalities of
interaction (5.6.5). This is sometimes called “distributed education”. Technologies developed for dis-
tributed education can also provide support for people with disabilities, for whom it may be difficult
to physically attend a class or to keep up with its pace. Teaching presence.

Pros and cons of distance education. Distance education and threaded discussions. It is very conve-
nient. However, social presence and engagement with other students sometimes stimulates involvement.
Engagement seems to be essential for learning (5.6.5).

There are many forms that distributed education may take. It could include interaction through
the Web for the entire educational experience, as in a typical lecture experience, or an interactive
web portal could just be used for discussion forums, while the bulk of a student’s time is spent in
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individual study. A compromise, which could perhaps retain the benefits of both distance and face-to-
face education is blended education. Increasingly, distance education is provided by integrated systems
such as Instruction Management Systems (IMS).

Effective practices for distance education.

Mass-course ware. MOOCs. Massive online courses. Learning management systems. Several variations.
Quality control. Generally works best for courses where little discussion is required. The difficulty of
online credentialing across different universities.

Learning Beyond the Classroom
While some types of learning may be facilitated by the quiet and orderly experience of classrooms,
a lot of learning occurs outside of classrooms. Indeed, learning is often most effective if it occurs in
the environment and context when it is to be applied 8. Pervasive and context-aware environments.
Learning by doing and learning in everyday situations may be more effective than more traditional
classroom-oriented approaches!®.

When using inquiry-based learning students may be thought of as “personal scientists” [6*). That is,
students actively construct theories about their world based on their observations of it. The process of
manipulating and organizing information modifies students’ conceptual structures. Education involves
more than just subject-oriented learning; it also includes a social dimension, such as making friends
and living with fellow students. There are important aspects of student life, and should not be taken
lightly. In this regard, distance or distributed education may never fully replace traditional in-class, on-
campus learning environments, but it does provide options for students and teachers to take advantage
of educational opportunities and to more fluidly incorporate them into their lives. There is also a lot of
learning outside of schools and universities. Some that is supported by public knowledge and cultural
institutions such as libraries and museums (Fig. ??7). Because of their educational missions, museum
exhibits are sometimes designed to present an interpretation?®. Docents.

Learning Communities
Because education is often a social activity involving discussion, interpretation, and negotiation, we
use — and even attempt to design — effective social environments for learning. Learning often occurs
in the context of collaborative problem solving[%3: groups of individuals working together to answer
a question, or seek information. Such groups are often called learning communities though, in some
cases, the group may be more transient than what we would think of as a community. People generally

like to work with other people; those other people can provide both feedback and motivation.

Information systems are well-suited to facilitate these tasks. Commonplace systems, such as Email,
allow learners to communicate ideas with ease. More advanced systems are designed to facilitate
collaborative discussion and knowledge building using text strings, voting systems, and communal
perspectives. These technologies allow students to find a community of interest despite their actual
location, enabling them to seek out and find a venue for the discussion of their ideas.

The measure of educational outcome in collaborative activities is determined by the performance of
a group as a whole and not the individual members. Group discussions support the development of
a shared understanding among the members of the group, as do group learning objects or artifacts.
Sharing and discussing an object, such as a document or a simulation, in the group environment can
allow knowledge spaces to open so that there is expertise in at least some elements of the group.

Because learning is often social action, communities are an integral part of education. A learning
community is any community that supports and facilitates learning. They exist on a continuum of
size, ranging from large, diverse, integrated societies to small, distinct groups of learners. Fig. 5.58
illustrates two levels of a learning community. The math forum itself is a relatively small, distinct
group of learners, while the submitted post points to the fact that this student is situated within a
much larger, more diverse community composed of family, school, and peers [?, ?]. This can also be
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supported with a type of virtual reference (3.3.2). Computer-supported collaborative learning (CSCL).

My father says that a radius is not what i think it is... I think that in a circle half of it is the radius.
(Like center to edge) My father says that it has to do with the curve of the circle... T was looking over
my pretest for Math and i seemed to have gotten a similar question wrong.. My 13yr old sister says itz
right though... My teacher obviously believes that the radius is the diameter... Am I the one who is
right?

Figure 5.58: Question submitted to “Dr. Math” in Math Forum, an online math help service. Note the apparent family
involvement. (check permission)

This example emphasizes the social aspects of education and how the small group level of interaction
exists as an integrated part of a larger community. The act of group formation itself is an act of social
learning, in that an individual must not only learn what it is that they are seeking in a group, but also
whom else among the larger community shares that idea.

5.12. Everyday Information Skills and Critical Thinking

Many situations are complex and not necessarily what they seem. This can be particularly for some
social and information-related activities. Thus, people need a frame of expectations for how to interpret
claims. This is often framed as a need to have literacy about those activities.

The ability to prioritize observations is essential to addressing complex problems. This is essentially
the same as the goal of supporting unbiased decisions for organizational information systems (3.4.2).

Minimize emotional and attentional bias. Degrees of critical thinking. Due process in legal proceedings
(8.5.4) minimizes the effect of emotion.

We have seen many instances including decision support systems (3.4.2). Critical thinking depends on
more than just understanding the observations, but understanding the ways such observations may be
biased. Argumentation (6.3.5). People also need to detect obfuscation and deception.

Minimize emotional and attentional bias. Degrees of critical thinking. Due process in legal proceedings
(8.5.4) minimizes the effect of emotion.

5.12.1. Getting and Evaluating Useful Information

Being an informed citizen. Critical thinking involves weighting the evidence before making a decision.
Specific examples include: everyday inference (4.3.4), everyday information seeking ((sec:everdayinformation)),
interaction in the social milieu (5.1.1), and making social decisions (8.4.3).

Information resources are not always what they seem. Students should learn about interacting with
information systems. They should learn responsibility and caution in handling information. Two related
ideas and sets of skills: information literacy and media literacy. Although the skills are necessary for all
decision making, Information literacy and media literacy are often considered as training for students.
There are many activities which are not well characterized as tasks.

Nomnsense detectors. Realizing that people are likely to be biased in their answers. This often violates
conversational norms. However, they convey some information. Dubious advertising and freedom of
information.

Personal information management (4.11.0).

Learning how to organize and access information. This includes, learning about information structures
such as book indexes and library catalogs. Information finding is often difficult. The ability to use
indexes needs to be taught. As does the ability to find trustworthy experts when that expertise is
needed.
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5.12.2. Literacies
Members of our complex society need basic skills to function effectively. These skills are often termed
literacies.

Knowing how to find and access information as well as how to evaluate information. There is an expec-
tation in our society that people generally accept responsibility for their own actions. Reading literacy
(10.2.2). These skills include economic literacy (e.g., “let the buyer beware”), consumer education, health
literacy, media literacies. ” Archival intelligence”. game literacy, science literacies (9.4.3). Data-analysis
literacy. Expectations on information literacy in developing economies. Visual literacies.

While we think of these are the necessities of good citizenship, they can also be seen as cultural
expectations.

Information Literacy
Information literacy in an era when ever more of the information is opinion based. Information literacy
is needed at many levels such as in the ways that Wikipedia might be biased. Causes of information
il-literacy.

Here, we focus on information literacy which teaches people to interact efficiently with information.

Here we consider aspects information literacy. From literacies to expert knowledge. Just as reading is
considered an essential skill (10.2.2).

Deception intentionally creates false impressions. Deception may create incorrect beliefs. Deception is
common in human endeavors (5.3.3). Truth bias. Intentional misuse of categories. Cues for deception.
Cross-cultural dimensions of deception. Levels of distortion in organizations?!l. Impostor. While almost
everyone has an instict for self-preservation, there’s is a great variety in the degree to which people will
take advantage of situations for personal gain versus being altruistic and cooperative. However, it’s
always the case the eventually somebody come along to turn a situation to peronsal advantage. It may
fulfill an economic or political agenda. This is rather the opposite of the conversational norms (6.3.1) or
the standards of information professionals ((sec:infoprofessionals)).

Pervasive, consistent and systematic distortion of information.

Internet Literacy
The broad connectivity of the Internet creates many challenges. Awareness of attempts to obtain
personal information. Phishing. Privacy literacy. For instance, people should be aware how broadly
personal information they post on the Internet may be seen.  Students also need to be aware of
the nature of information resources. These skills are often termed information literacy and “media
literacy”.

Judging the Quality of Information
Perceptions of quality versus actual quality. Given the vast amounts of dubious information on the
Web, it is essential for users to assess the quality of information. There may be clues about the quality
embedded in the information resource. Information finding (3.0.0). Trust (5.2.3). Publishers provide
reviews and branding. In other words, they give authority. A user can learn to pay attention to clues
that indicate the quality of information. Need to have background knowledge about a resource. Crap
detection.

People are frequently uncritical of the reliability of information from sources such as the Web (4.5.1). It
is often helpful to focus on materials from reliable sources such as experts and high-quality publishers.
Nonetheless, we then have the question of how to identify those reliable sources. Cross comparing
information across several sources. See what other people are saying about a claim. Awareness by the
reader of the motives behind writing. This can be due to one-sided information or outright deception
(5.3.3). More subtly, can we trust Wikipedia articles (10.3.2)7 The nature of scholarly authority.
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Being able to judge the credibility of an information resource is['%). More systematically, both infor-
mation literacy and media literacy encourage students to be aware of the social context of information
and media content. A number of factors such as internally consistent, discussion of contrary opinions,
and organizational affiliation of the author are clues to information quality.

Figure 5.59: Propaganda posters[u]. Media literacy suggests that the students should be aware of how attitudes
can be manipulated.

Beyond analyzing individual information resources, we can also consider entire collections. There are
clues which suggest, though certainly don’t guarantee accuracy. These include not having any broken
links.

An agent provocateur is intentionally disruptive.

Teaching and Learning Search
Teaching young people how to use search engines effectively. Ability to extract and integrate information
for several different search pages. Reading (10.2.0).

Judging the Motivation Behind a Communication
Many communications are not trustworthy. This is applied to the influence the television commer-
cials have on children. Media literacy is the ability to judge the intention behind a message. Some
presentations take care to present a variety of viewpoints; others may give only one.

As notes above, we expect citizens to be literate about advertising. This is reflected in the statement
“Let the buyer beware.”

Motivation of advertising. Persuasion gamesmanship. (4.5.2). Media and advertising. Aware of the bi-
ases due to attentional processing. Sometimes these assumptions are built into the culture. Recognizing
that news reporting might be biased.

Clues about what we can trust in communication. News (8.13.7) (Fig. ??). Political persuasiveness of
content. Gaming the system.

Recognizing that processes association with communication also controls people.
Weighing evidence. Detecting persuasion.

Social Mechanisms for Ensuring the Quality of Information
Due process. Civil debate. Neutral white papers and pundits. Knowledge institutions. Reference.
Furthermore, due process should be transparent to encourage people to believe in the system and
should build trust. Information professionals (5.12.4). Consent, privacy, and forgetting.

5.12.3. Information Ethics

Ethics analyzes situations in a way that encourages moral actions®3; thus, critical thinking is essential
to ethics. Ethics in the use and management of information. Many organizations have ethical standards.
Professional ethics concerning information. Journalistic ethics (8.13.7). Scholarly ethics (9.1.1).

Photo journalism and the difficulty of selecting a single image to show.
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Ethical issues in mining large public data sets.

Collective benefits versus individual harm. and some people may be hurt by making information public.
It may be legal but could still be harmful.

Individuals should give credit and cite the sources of material they use. Not doing so is known as
plagiarism. Plagiarism is related to the violation of copyright but is not the same. Copyright is a law
concerning the use of information, while plagiarism in based on social norms. “Plagiarism” is the use
of someone else’s works without giving attribution of their source. Failure to do so is unethical, and
can lead to claims of plagiarism. In some cases, authors re-use their own writing. This is known as
self-plagiarism” [89]. This is related to academic honesty (9.1.1).

There are several applications of technology for detecting intellectual fraud. Copy-detection software
(8.2.5) can also be used to detect plagiarism.

5.12.4. Information Professionals

Professional are parts of information institutions. Minimize specific agendas. Professions (5.8.2). Codes
of conduct. Professional integrity. Information professions depend on a high level of professional
integrity. For instance, we expect journalists, archivists, and notaries to be trustworth in handling
information.

This is not to say that human information professionals always follow their responsibilities. Journal-
ists and distorted information. Another example is the Heiner case in Australia which involved the
destruction of archival records. Police may lie to secure an arrest or conviction.

5.13. History

We have noted that human behavior even in contemporary society are difficult to decipher. This is
even more true of history. Informal explanations and the narrative of history. Like lessons learned from
organizational reflection, history can provide a reflection of society’s decisions. History as collective
memory.

Local history.
Social uses of history.
It is very difficult to trace historical evidence.

History data sets civic records, newspapers, archives. (Fig. ??7). Memory studies.

.

Figure 5.60: Digital history

5.13.1. What is History?

History tries to systematize explanations of past human activities (6.3.4). History as change through
time. However, history doesn’t directly capture the past. History as description of events (chronologies)
versus history are interpretation causes. History as interpretation and narrative (6.3.6).

Generalization about history.

Popular history may represent an idealized version of cultural values. Historiography Causation is
interpreted. This is inlike science, where the constraints on inference come from physical processes,
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In history the interesting effects are often the decisions made by people. Because it is difficult to
interpret people’s motives, the key constraints for history are provided by memories and records. The
saying “History belongs to the winner” has considerable truth to it, but at least rigorous historical
investigation needs to contend with some evidence.

Types of history. Intellectual history. History of technology. Social history. History of art. Public
history explores public interaction with history. This can be simplified as idealized versions of history.

History and events. Writing history. Historical argumentation (6.3.5). Historical explanations as distinct
from scientific explanations (9.2.2). History is not grounded in replicability as science is. Difficulty of
reasoning about counterfactuals.

How people learn about the past. On one hand, the past is a foreign country, but some conception of the
past is essential. Another viewpoint is that while cultures and time perids differ those differences may
not be so great that they can’t be covered understood back on the commonality of human experience
and basic empaty.

From history to sociology.
Digital history.

Doing history as a process of conceptualization. Can have accurate facts but still not convey and valid
historical account.

5.13.2. Evidence about Historical Events and Social Memory

Event Streams and Historical Concepts
History as a way of organizing knowledge. Notions of historical periods and historial figures. Colligatory
concepts.

Social history, economic history.

Historical Evidence
There is a tendency to revise history. Difficulty of history is that there are many possible explanations
and too little evidence.

Adequate evidence for claims about history. Historical explanations.

Documents as providing evidence (2.3.1), records (7.4.1), and archival materials (7.5.1). Also, other sources
such as architecture and archeology. There is a real chance of fraud with digital objects. Evaluating the
legitimacy of records. Some kept in archives has some level of confidence but what to make of records
that gave not been in a systematic archive.

Primary sources. Archaeological evidence is often based on the context from which an artifact was
obtained. Physical evidence from museums.

Figure 5.61: Political cartoons can be useful as primary sources as evidence of perspectives on social issues.

Oral histories (Fig. 5.62).

The presentation of history in movies is often controversial. Oliver Stone. Docudrama. Immersive
historical games.
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Figure 5.62: One of the video oral histories from the HistoryMakers collection. (check permission)

During a court trial, the jury may be presented with a reconstruction of an accident or a crime. If a
video of the events were available, the jury would want to see it. While such a video is usually not
available, an animation of the events can be made. Note, however, that there are many ways to shade
the veracity of an animation, and so it might give a distorted impression to a jury. Fig. 5.63 shows
animation from two perspectives. By comparison, interactive animation allows for a full view of actions;
hence, interactive animations can facilitate better exploration of all perspectives on an event. Digital
evidence.

Figure 5.63: Two perspectives on an event may lead to different interpretations. In the view on the left, the person in
the center appears to be striking a victim. However in the view on the right, the same person is seen to be running
past the victim. (redraw-K) (check permission)

Systematic Attacks on History
Swaying popular opinion by creating an alternative historical narrative. Changing the language to
eliminate collective memories. In many cases, this is relatively easy because the institutions which
provide evidence are relatively weak. Corrupting historical evidence for instance by creating inauthentic
records.

Representations of History
Civic data sets (8.1.1).

Figure 5.64: Historicans workstation.
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Mass digitization (10.1.6), massive amounts of data (9.6.0), and understanding history. Analysis of his-
torical texts. Automated text analysis. History serious games.

]

Figure 5.65: Historical reenactors.

5.13.3. Social and Personal Memory

Cultural memory institutions (5.9.3). History (5.13.0). Biography, Biopic, Autobiography. Theory of
biography. Digital lives (10.3.1). Expectations (4.4.3). Archival appraisal (7.5.3) and forensics. Personal
information management (4.11.0).

Figure 5.66: Personal letter. (check permission)

Eye-witness testimony in a trial may sometimes be doubted, especially if it is based on leading questions
or other concept map-like preparations. There are many errors in convictions for serious crimes based
on eyewitness testimony. Many types of memory biases (4.3.2).

We can find similar efforts in eye-witness testimony [®/. This is also sometimes called “gist memory”
since the person tends to remember the main points — the gist — but not the details. The inaccuracy
and susceptibility of human memory can create biases in eyewitness testimony. People recall of events
was able to be manipulated ") to create false memories. Certainty is based on many factors. Face
recognition.

Exercises
Short Definitions:

Action research Knowledge skill Reputation
Assessment Learning community Role (group)
Attributk.)n Learn%ng mafnagement system Scaffolding (learning)
Co—brows'lng Learn%ng object Shadow function
Cooperation Learning outcome . .

.. . . . Social brain
Constructivist learning Manipulative ) )
Coordination Media literacy Soc?al capital
Culture Media space Social contract
Distributed cognition Meta-cognition Social network analysis
Division of labor Norm Social presence
Domain model Pedagogy Sociability
Early adopter Phonics Structuration
Inforr.natlon htel."acy Plaglar}sm Student model
Intelligent tutoring systems (ITS) Professional development(teachers)

. . Task group
Instructional system design Recommender system

Review Questions:

1. Develop a simple fraud detection model you might apply to credit card purchase data. (5.3.4)
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Describe some of the examples of social learning. How is it similar to or different from other types of learning? (5.5.4)
What are the different types of systematic information flow through an organization? (5.7.0)

Describe examples of three types of communities. Explain how they meet the definition of communities. (5.8.2)

How might information systems decrease the sense of community? How might information systems increase the sense of
community? (5.8.2)

Identify the level of knowledge skills required for: (a) Determining that a car is broken, (b) Explaining to a mechanic
what is wrong, and (c) Fixing the car. (5.11.4)

Short-Essays and Hand-Worked Problems:

. Explain how online tools could support the development of social capital. (5.2.1)

2. Why do you trust your bank to take good care of your money? (5.2.1, 8.7.3)

10.
11.

12.
13.
14.
15.
16.
17.
18.

19.
20.

21.

. What is the likely target value for user 4 in the table? Justify your answer. (5.5.5).

Video
1[2[3]4]5] 6] Target
14 (8|27 (|1]9 2
User |2 |3 ]|0]9]2]3]8 1
312|879 3]1 7
426|194 |7 ?

. Listen to a meeting and characterize the types of social interaction that takes place. How might that social interaction

be modified with additional information systems? (5.6.3)

. Observe a meeting and, if possible, videotape it. Describe how you would annotate the events in the meeting to make it

accessible for use later. (5.6.3)

. What are some of the barriers to communications for organizational components in remote locations? (5.6.6)
. What are some of the difficulties of virtual organizations compared to organizations in which there is face-to-face inter-

action among the participants. (5.7.1, 5.7.3)

. How does information technology amplify the division of labor? (5.7.2)
. Briefly describe an electronic community to which you belong. If you do not belong to any electronic communities,

describe one you have heard about. Why you do you consider it an electronic community? In what way could the
community interaction be strengthened? (5.8.2)

Give examples of the way a community is defined by language. (5.8.2)

A community creates coherence among its members but such coherence in an organization can result in silos. Do
communities develop silos? (5.8.2, 7.3.6)

Describe the design for an electronic book interface which would support reflective thinking. (5.11.2)

What is the difficulty of building student models for activities such as writing an essay? (5.11.3)

Propose how you might develop a curriculum for a high-school information science class. (5.11.3)

Describe how the hierarchy of knowledge skills (Fig. 5.49) would be applied by a student learning about (a) chemistry,
(b) history. (5.11.4)

Describe some ways in which non-traditional information systems could be used by students in pre-schools and kinder-
gartens to improve learning. (4.9.2, 5.11.5)

At one extreme, libraries may be seen as passive repositories where people can search for information. At the other
extreme, education attempts to be proactive and give people an understanding of basic principles before the students
need them. In the future, will libraries and educational computing completely merge? Explain. (4.10.2, 5.11.5)

What education model do you think is best used to teach science education. (5.11.5)

Describe the online materials you should collect for a digital library designed for fifth graders. (5.11.5, 7.1.2)

Compared to Eq. 5.2, what cause would you infer for each of the following incorrect answers? What are some possible
alternate explanations? (5.11.7)

1 1 2
5+5 = 1 (5.5)
1 1 2 1
27176 T 3 (56)
1 1 1
373 T W (5:7)

Project what you think the mix of technology will be in the classroom in 20 years. Will there be classrooms? (5.11.7)
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How might you teach students to evaluate the accuracy and truthfulness of information resources? (5.12.0)

Practicum:

. Evaluate the information needs of an organization. Describe the ways that organization deals with these information

needs. (5.7.0)

Going Beyond:

Is there always wisdom of crowds? (5.0.0)

We have emphasized the synergy of social forces but other sociological theories focus on “power” and “class”. What are
the advantages and disadvantages of employing those notions. (5.0.0)

Do television and Internet access provide the same level of social isolation? (5.1.1)

How might we quantify social capital is there in an organization? (5.2.1, 5.5.5)

How does information technology affect the optimal structure for task groups? (5.6.1)

Give some examples of how family life was or will be changed because of information technology.

Create a taxonomy of types of organizations. (2.2.2, 5.7.0)

Describe information flow in an organization with which you are familiar. (5.7.0)

What is the relationship between culture and technology? How easy is it for technology to change culture? (5.8.2)
Does a complex industrial society have culture? (5.8.2)

Describe the information systems available to members of your community in public schools, in libraries, and in commu-
nity centers, such as the YMCA. (5.8.2)

How important is access to information to reduce poverty? What are some specific steps that you feel could be effective?
(5.8.2)

List some ideas of how to encourage people to participate online communities. (5.8.2)

Give examples and discuss best practices for each dimension of S.O.A.P. (5.11.0)

What is the role of entertainment in education? (1.6.1, 5.11.0)

It is possible to synthesize both cognitive and social perspectives on education into a framework? (5.11.2)

How important is the acquisition of facts for students versus learning analytical skills? (5.11.2)

Compare the similarities of use-case analysis and instructional system design? (3.10.2, 5.11.3)

How should cognitive processing models impact to instructional system design? (4.3.0, 5.11.3)

Develop a model of the rules students need to learn to do fractions problems. (5.11.3)

What kind of knowledge does a multiple-choice question test evaluate as compared to an open-ended question test?
(5.11.3)

Explain how an adaptive testing program would be implemented. (5.11.3)

Collect a tutoring dialog. Annotate the dialog with notes about the state of understanding of the student and the
strategies of the tutor. (5.11.3)

How can a tutor increase student engagement in a dialog? (4.2.2, 4.6.0, 5.11.4)

Develop a lesson plan for (a) a fifth grade science teacher and (b) a tenth grade history teacher using digital resources.
(5.11.5)

In what sense are public schools learning communities? How could the community aspects be enhanced? (5.11.7)

How important is face-to-face interaction for education? (5.11.7, 6.1.2)

To what extent should an information science course teach values about the use of information? (5.12.3)

Do you agree with the statement: “The winner writes history”? (5.13.0)

Teaching Notes

Objectives and Skills:  Group dynamics, Instructional system design.

Instructor Strategies:  This chapter introduces fundamental principles of social processes. It then combines these social
approaches with cognitive issues for education. The two main sections, social issues and education, could be considered
separately.
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Chapter 6. _ _
Language and Communication

e fa [
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Figure 6.1: Example of American Sign Language for the word “cat” (left). The fingers are drawn away from the
upper lip in a way that suggests stroking the whiskers of a cat. Finger spelling for “cat” (right). (check permission)

Formally, languages are systems for creating especially complex and novel representations. Functionally,
natural languages facilitate human communication and social interaction (6.5.1) are those in which
meanings can be specified unambiguously.

6.1. Natural Language

Natural language is much more ambiguous than formal languages such as computer programming
languages. Context and metaphor can completely alter the semantics of a natural language sentence.
Indeed, there is ambiguity at many levels. It is unclear in the sentence “The woman saw the man with
the binoculars,” exactly who has the binoculars. The context in which these sentences are spoken or
used help us to understand these cases. Even when the syntax of a sentence is very simple, the semantics
of language may be subtle. Consider the use of metaphor in the sentence “The old man drank in the
scenery”; people must possess a very nuanced understanding of language to understand usage such as
this. Unlike a formal language, where usage rules are delimited at the outset, natural language is a
social artifact (6.4.0); it is active and dynamic. Words can change their meaning over time as prior uses
become outdated, and different structures and styles are dropped or adopted. Understanding natural
language has as much to do with context, as with learning or memorizing usage rules. Some techniques
of natural language processing are described in (10.4.0).

Natural language processing is a frontier of information science. Thus far, only limited progress has
been made in creating computers that understand and can interpret natural language. Obviously,
the ability to communicate with computers in this way would offer great benefits. However, natural
language is used in various forms including text (10.1.0), visual language (11.2.4), and speech (11.3.3), and
each modality has its own idiosyncrasies. We will examine topics concerning natural language and its
components. Later, we will look at techniques for processing natural language (10.4.0).

Language allows the communication of complex ideas. Utilizing language is a means of interaction.
Language games!%3. This should be compared to the mathematical definition of languages.

Symbolic representations versus distributed representations. As we have seen, human language is often
a tool for persuasion and it is heavily context dependent.

6.1.1. Characteristics of Natural Language

Not only is natural language ambiguous, it is also often highly redundant. This helps to ensure the
transmission of the message, and makes language robust in the face of distortion, such as with accented
speakers or noisy environments. It is often easy to guess a missing or garbled word. That is, the
semantics are intertwined with context. Coherence of meaning.

6.1.2. Varieties of Natural Language

Human language is amazingly diverse. Beyond the obvious differences between langauges there are
differences within languages in jargon and culture The differences among languages create a huge
human cost through blocked communication. Not only are there different languages but even for a



214 Copyright R.B. Allen, 2000-2018 — DRAFT - no use after 9/13

given language the are great differences across speakers. Even for a individual speaker, there are
differences across social settings.

Human Languages

Differences among Natural Languages There are more than 3000 human languages. Human languages
differ from each other in many ways: structures, semantics, alphabets (10.1.1), word segmentation (10.1.5),
and word sense (6.2.3); for example. This is apparent in areas related to sensory perception, such as the
definition of colors. In Russian, for instance, there is no single word for “blue”; it is necessary to define
that color in terms of its being either light blue (goluboy) or dark blue (siniy). As another example,
the English word “fly” exists in approximately 40 different senses when translated into in German in
addition to its multiple meanings in English.

Languages also vary in structure. Languages vary in “case order”. Grammars versus inflection. The
structure of words and of phrases also differ across languages. Typically, English is Subject-Verb-Object
(SVO) — John went home. Other languages are different. Object-Subject-Verb (OSV) — Home Yoda
went.

Evolution of languages.

There can also substantial differences within what is widely considered to be a single language. Of
course there many variants of English and even regional differences with the U.S. (Fig. 6.2) [?]. Indeed,
there are strong regional differences in language in T'weets. Geographic topic models.

Figure 6.2: Regional differences in Tweets!3!. (check permission).

Cultural Differences and Language While they may seem separate, a people’s culture and language
are related to one another in complex ways. Culture is inextricably intertwined with language; this
important intersection is studied extensively in “sociolinguistics” (6.4.4). Language helps to define and
even perpetuate cultural differnces. Linguo-cultural differences may be so pronounced that translation
from one language to another is essentially impossible without extensive explanation (6.1.2). For example,
many Polynesian cultures have a fundamental different approach to directions than in Western societies.
In Japan and Korea, great care must be taken to use the proper honorifics in conversation to express
respect for the person with whom one is speaking. Use of language by gender. Use of by young people.

Evolution of Natural Languages Cognitive factors and cultural factors such as assimilation.

Speakers of a language tend to prefer simple statements and expressions. Language adapts to complex-
ity. The “principle of least effort” suggests that common expressions tend to be shortened over time
[65], For instance, nicknames are usually much shorter than full names. This is another example of
individuals managing cognitive effort (4.3.3)

Semantic drift as changes in the meanings of words.
Endangered languages (Fig. 6.4).

Modalities of Natural Language
Natural language also crosses sensory modalities. It includes written text, speech (11.3.3) or verbal
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Figure 6.3: Spread of human language.

Figure 6.4: Ishi, The last Yahi Indian and the last native speaker of the Yahi language. (check permission)

communication, and sign language. Moreover, face-to-face communication usually includes gestures
(11.4.1) and references to objects in the environment, which are, technically speaking, not part of the
language itself, but are nonetheless well understood. Sign language, though seemingly limited, possesses
all the subtleties of spoken language. In fact, there are two common forms of sign language: one in which
concepts are represented with gestures, and the other in which words are spelled out. Fig. 6.1 shows
examples of each: a sign-language gesture (left) and finger spelling (right). Continuum of increasingly
complex gestures (11.4.1) and, finally, sign language. Sign language grammars.

6.1.3. Human Cognition and Language

Natural language is a human process and is susceptible to the biases of cognitive processing. Relation-
ship of natural language and cognition. Natural language is integral to being human. Categories and
lexical differences [?]. Interplay between language cognition. Categories and lexical semantics. Reading
and writing (10.2.0). Human language processing picks first relevant match it finds [?]. Brain science,
brain development, and language (-A.12.2). Reading (10.2.0) and writing (sec:writing).

Linguistic relativity (6.4.4). Concept maps (4.4.1) and semantic fields. This implements the notion of
compositionality which is a combination of concepts which goes beyond the meaning of the individual
components.

How do people learn and produce natural language? Is it simply a function of learning the rules
and vocabulary? There is some evidence that language acquisition is rule-based in this way[*%l. One
supporting example is the over-application of a rule in language use: a child might say I go-ed to the store
rather than I went to the store. Presumably, the child has acquired the rule of adding “-ed” for creating
past tense, but has not acquired an understanding of irregular verbs. Cognition (4.3.0). Moreover, the
ability of the human brain to develop new representations seems to change across growth Fig. 6.5. The
effort to find a universal grammar has largely failed. Language chunking.

Translation. Bilingualism.

Lingua Franca
Common language with pidgin dialects.

Quasi-Natural Constructed Languages
Esperanto.
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Figure 6.5: Photos of a child at several points in the first years of life.

Relationship to concept development. Some speculate that humans have a fundamental capability for
language. That is, our brains have evolved to produce linguistic ability, and that there are “linguistic
universals” common to all people. One of these linguistic universals was a hypothetical “universal
grammar,” This universal grammar theoretically provides a general template for the acquisition of
language, particularly grammar. The particular syntax of any given natural language fits on top of this
larger, innate schema. Anecdotal evidence for the innate propensity for language in humans is that it
is easier for a child to learn a language than it is for a child to learn to play the piano. Computational
language learning entirely from samples of language would provide counter-evidence.

Role of imitation in language learning (5.5.4).

Children learn language remarkably quickly. LSA and Plato’s paradox for vocabulary learning®®.

6.2. The Structure of Natural Language

Natural language is highly structured. As we shall see, there are several approaches to describing
this structure but by far the most common proposes that there are several levels: Lexicon, Syntax,
Semantics, and Pragmatics.

6.2.1. Words: The Natural Language Lexicon

Exactly what constitutes a word is open to debate. The Ozford English Dictionary contains approximately
290,000 word entries, but over 615,000 word senses. Should compound words be considered two words,
or one? Most estimates put the total number of English words at over 1 million if technical terms are
considered. Apart from that, as we will see, specific words are themselves no simple matter. How words
are created, how we define them, and how we use them are all questions that we will consider in this
section, though it must be noted that answers to these questions may be elusive. One interpretation is
that word senses may be implemented as frames as suggested in the FrameNet project (6.2.3).

Stems, morphemes, words. Words are composed of different parts, and those parts, when combined,
are what indicate the meaning of the word. “Morphology” is the word structure and the most basic
elements of words are called “morphemes”. Generally, there are considered to be three morphemes:
roots, prefixes, and suffixes. These are the central or main portion of the word, letter combination
placed before the root, and letter combination placed after the root, respectively.

Morphology helps to trace the origins of a word or language. Because many words may originate
from the same root, finding and identifying the history of that root form facilitates the understanding
derivative words. The process of identifying a root is known as “morphological analysis”. Whether in
written or spoken speech. Lexical semantics (6.2.3).

6.2.2. Phrases, Clauses, and Sentences

Natural Language Syntax, Parts of Speech, and Grammars. Natural language incorporates many
types of structure. Probably the most obvious structure is the syntax which is often modeling with
grammars. Indeed, this has received the most attention.
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Parts of Speech
In language, words are combined to form phrases and sentences. Generally, phrases are combination
or groups of words that are functionally similar to individual parts of speech — they may identify an
object (noun phrase) or an action (verb phrase), or describe an object (adjectival phrase) or an action
(adverbial phrase).

Words are typically classified into groups based on the way they are used. This practice of identifying
“parts of speech” (e.g., nouns, verbs, etc.) was probably a familiar assignment in grammar school. These
parts of speech match grammatical structures. Indeed, we can call them “grammatical categories”.
Adjectives as modifiers. Predicates. Analytic versus systemic languages.

A sentence combines phrases into higher-level conceptual units; it organizes them into a whole unit that
identifies or describe a concept. Through this process, symbols — words — are composed in ways that
communicate information (1.1.3). As we have seen, words are complex — meanings and uses vary with
time, geography, and context. Designing and information system to understand words and how they
are used is a long-term process. Phrases and sentences, however, provide another way of accomplishing
this task. Collocations and co-occurrences are statistical measures of what words appear together when
communicating certain concepts. In this way, it may be possible to chart the semantics of a particular
grouping of words, instead of the semantics of individual words.

Grammars as Models for Natural Language Syntax
Grammars are a logical formalism which describe the sequence in a string, especially in a string of
words which form a sentence. We will examine the way grammars are used in constructing formal
languages at the end of this chapter (6.5.1). But, of course, grammars are also associated with natural
human language. Formal models versus probabilistic models.

While grammars provide an effective formalism, there is a lot of debate about the psychological validity
of grammars. One view holds that the grammar of a natural language is based on fixed rules, which
maintain its structure and consistency across time. Any deviation from those rules results in an incorrect
usage, in a technical sense — the misuse of language for literary or poetic effect is quite common —
though it is still, technically, incorrect. The opposing view holds that, in a sense, language is the
medium of the people, and its rules are determined by those who use it. In this view, there are general
part-of-speech categories that describe how words function within a sentence, but these cannot be
conclusively assigned to every word. These are applied to natural language in describing the structure
of parts of speech. Phrase-structure grammars. Fig. 6.7. Such a relatively simple grammar can be
modeled with a state machine. Indeed, a state machine can be applied as a parser (-A.5.4).

Rewrite Rules Description
LHS [ RHS
S NP + VP Sentences (S) are composed of Noun Phrases (NP) and Verb Phrases (VP)
NP N,D+N Noun Phrases (NP) can be composed of a Noun (N) or a Determiner (D) (i.e., ‘the’) and
a Noun (N)
VP V,V + NP || Verb Phrases (VP) can be composed of a Verb (V) or a Verb and a Verb Phrase (VP)

Figure 6.6: Fragment of a phrase-structure grammar. These are recursively expanded as in parse tree shown below.

~

Adjective Noun

Figure 6.7: Grammars are closely related to state machines. Here a recursive state machine link shows that one or
more adjectives can be repeated before a noun.

String grammars (6.5.2) such as the ones we have been describing thus far often describe the structure
of natural language statements. A “constituent grammar” is one that can be understood by breaking
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| Grammatical Categories | Lexicon |

D Determiner the
N Noun dog, boy
V Verb bit

Figure 6.8: Here is a simple lexicon for the example grammar; any real lexicon and grammar would have many more
parts.

s
NP VP
v
D N NP
D N
The dog bit the boy

Figure 6.9: Parse tree for “The dog bit the boy”. (check permissions)

it down into its constituent parts. The traditional grammar that is taught in most grade schools is
an example of a constituent grammar; more specifically, it is a “phrase-structure grammar”. In this
framework, a sentence (or an entire grammar) can be seen as being composed of ever more discreet
units, such as noun phrases and verb phrases at the phrase level, and nouns, verbs, adjectives, etc. at
the word level. Simple grammars such as those which approximate state machine are easy to develop
but natural language is so complex that they do not handle all cases.

Constituent grammars are generative models of languages; that is, they provide a framework for de-
scribing how language could be generated. Natural language grammars are a type of knowledge rep-
resentation for subjects and predicates. To a large extent, natural languages are well modeled by
context-free formal languages.

Grammars and Language Production Grammars and Language Production. Psycholinguistics. From
deep structure to surface structure, for instance, there are regular patterns for making a question from
a statement. These patterns can be described with “transformational grammars” (Fig. 6.10). This is
the basis for the deep structure.

Declarative Interrogative (Question)
Today is Friday. Is today Friday?
Jill went to the store. | Did Jill go to the store?

Figure 6.10: Questions are created from declarative sentences with a regular pattern. This change of structure can
be accomplished with a “transformation grammar”.

Wh-questions and question answering.

Beyond Phrase Structure Grammars Natural language is subtle and there are many aspects of natural
language which are not well captured by simple grammars. These include: Agreement and tense as
aspect. Language coordination. Stochastic grammars.

6.2.3. Natural Language Semantics

By comparison to formal languages, natural language is ambiguous. One of the hallmarks of natural
language is its redundancy. Although the following two sentences have different vocabulary structure,
they have approximately the same meaning. Semantics, in this sense, can often be paraphrased — the
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same ideas can be expressed in several different ways. Words as distinct lexical units (6.2.3).
The pedestrian was struck by the automobile.
The car hit the person who was walking.

Semantics is the literal definition as derived from the dictionary. rather than the subjective meaning.
Rather, subjective meaning is covered as pragmatics (6.3.1).

Lexicography. Semantic analysis of words.

The semantics of natural language differs from formal semantics (6.5.2). The semantics of formal lan-
guage are specific, and can be defined within that formal system; however, the semantics of natural
language are not specific, and may depend on the listener. Meaning can be subjective — ultimately,
understanding natural language communication is an act of interpretation on the part of the listener
(or reader).

Semantics may be defined by an absolute standard, such as dictionary definitions, but it may also be
defined by use.

Lexical Semantics and Definitions

We start with “lexical semantics” which focuses on the meaning of words. In natural languages, as
opposed to formal languages. This builds on several issues we have already discussed such as categoriza-
tion (2.1.1) and semantic networks. there is generally much redundancy at the word level; many words
can mean the same thing. This highlights the fact that words themselves (what they sound or look like)
are only indirectly related to the concepts they represent. Generally, meaning is not inherent to the
word or sound of the word itself, with the obvious exception of onomatopoeic words such as “hiss,” or
“bang”. Meaning is attached to words in an abstract way. Another model for the relationship among
words describe the relationships among the words as semantic fields. Semantic relationships (2.1.4).

[conwmyance, trampornt)

{werrucie}
{hange: Mexible joint)

- e
Jimater wihiche autonative vehiche] mwriamm
fcar duor {doortinck |
T e o
s
fenr wandow |

{car; suto; sutomobile; machine; motorear) L {armrest)

\ . Jcar mirmor ]
Mprenm dipueem

(oo, squad cas: patnol car. pobce car, prowl car} {cab; taoo, hack; tamcab: )

Figure 6.11: Wordnet. (redraw)

Words as signs in the semiotics sense (1.1.4).
Word spaces and search engines.

Definitions

Definitions as declarations versus definitions as reporting actual usage. Ideally, a language would
identify each concept with a different word or word sense. A “word sense” is a particular formation
or meaning of a word; “fly” vs. “flying,” for example, or the different definitions of the word “bank”.
Following Aristotle, definitions should be based on determining underlying concepts and their attributes.
This often works well, but as we noted in (2.1.1) there are other approaches to describing entities than
Aristotle’s. A single word, however, may be used to describe several different concepts; Webster’s New
Collegiate Dictionary lists 63 different senses for the word “set.” Some words even completely change
their meaning through time, and in some cases, both senses may continue to be used: “sanction” can
mean both to approve and to disapprove. Clearly, it can be difficult to pin down word senses. Indeed,
definitions also reflect social usage. Fig. 6.12 contrasts definitions of “music” from two dictionaries.
Word senses are often domain specific. Differences of definitions and discourse communities. Moreover,
word definitions and usage are fluid. Frames as capturing word senses (6.2.3).
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music
1. The art of arranging sounds in time so as to produce a continuous, unified, and evocative composition,
as through melody, harmony, rhythm, and timbre.
Vocal or instrumental sounds possessing a degree of melody, harmony, and rhythm.
3.a. A musical composition.
b.  The written or printed score for such a composition.
c.  Such scores considered as a group: We keep our music in a stack near the piano.

4. A musical accompaniment.

5. A particular category or kind of music.

6. An aesthetically pleasing or harmonious sound or combination of sounds: the music of the wind.
music

la:  the science or art of incorporating intelligible combinations of tones into a composition having structure
and continuity

b: vocal or instrumental sounds having rhythm, melody, or harmony

an agreeable sound: EUPHONY

punishment for a misdeed

a musical accompaniment

a musical ensemble

the score of a musical composition set down on paper.

Figure 6.12: Entries for “music” from two dictionaries: (upperm) and (Iower[ﬁ]). Why aren’t the word definitions and
senses exactly the same?

The subtleties of word distinctions suggest the difficulties of creating hierarchical lexical categories
such as those in (2.1.2). Organizing natural language for the purposes of computer interaction is further
complicated by the evolution of language. Language is not static (Fig. 6.13); the changes in words over
time is a problem for controlled vocabularies (2.5.3) such as those used in natural language processing
systems.

Language games.

The word suede originates in the phrase Suede gloves, from the French phrase gants de Suede, literally
“gloves from Sweden”.

Figure 6.13: The meaning of words often evolve from other terms. The word “suede” comes from “Sweden”24],

We have already seen several techniques for representing semantics such as ontologies (2.2.2). An ontology
be used to create a working vocabulary and then build outward, with each new term or usage being
labeled to fit into the overall categorization. This is similar to a semantic network in that the meaning of
any word is determined by its position relative to other words, but ontologies are usually more limited,
seeking to allow communication and understanding based on a predetermined, context-independent
vocabulary. Ontology extraction (10.5.3).

Verbs Verbs link nouns or noun phrases together much the way relationships in ER models link
entities. Verb hierarchies establish conceptual dependency between different words (frames). Verb
forms and tenses enrich and coordinate conceptual dependencies with ontologies (2.2.2). However, such
approaches are often difficult to apply because of the ambiguity of context. Verb type affects syntactic
structure (e.g.,[). Tense-aspect-mood.

Semantic network (Fig. 6.14).

Denotation and Connotation We may distinguish between “denotation,” which is the exact dictionary
definition of a word or term, and “connotation,” which is the informal meaning it carries. Prescriptive
and descriptive definitions.

The discrepancy between literal and intended meaning is often expressed through the use of literary
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a-kind-of

a-kind-of

Bird Seed

Figure 6.14: Semantic network. (redraw)

devices, such as metaphors. This is when a word or phrase is used to describe something when that
word or phrase literally means something else. Metaphors are not meant to be taken literally but to
set up a comparison between two things for the purpose of expressing an abstract concept.

Evolving Word Senses and Definitions

The human environment changes. Natural language needs to be malleable. “Ruthless,” means to
actually be without “ruth,” which was a common Middle English word for pity or compassion. That
word slowly lost favor and fell out of use; however, “ruthless” remains common today. Languages
interact with one another to form new languages, and new words and word senses are constantly
coming into being. Some words are introduced from other languages, and are termed cognates; an
example would be the word “menu,” which was adopted in English from French, where the word
means the same. Other words are created. These are termed “neologisms,” and frequently arise due to
technological or social change. The word “spam” is a good example of a neologism; originally coined as
a brand name for a type of canned meat, it now exists as a word in its own right, meaning unsolicited
email. The need for a word to describe unsolicited email (or even “email,” for that matter) simply did
not exist until the 1990s.

Words which have evolved to have multiple meanings are said to have “polysemy,” or to be “polyse-
mous”. A “chair,” which is a piece of furniture, preceded the concept of a “chair” as a person who leads
a meeting. The meanings of polysemous words are generally related to one another through abstraction
and derivation.

Representing Natural Language Semantics
The meaning is not reflected by parts of speech. Rather, the meaning is defined by the combination of
entities. Indeed, a whole other model for representing word meaning is based on words distributed in
a space (10.9.2). Using frames of various sorts. Related actions and descriptions.

From knowledge representation to knowledge representation languages. Only symbolic representations
are considered con in this section.  Semantic representations have several useful applications such
as summarization and machine translation. A detailed semantic analysis can provide an interlingua
(6.2.3). A semantic representation that is language-neutral and can be useful in translation between
two or more languages (Fig. 6.15) (10.13.1). Formal knowledge representation languages often employ
ontologies (2.2.2). More complex reasoning and logic (-A.7.0). Encapsulating contexts.

[ Event GOIdent ( [Thing SNOWMAN] 5

[Path TO1dent
( PositionATIdent([ThingSNOWMAN]7[ThingPUDDLE]7)])]7
[BY <MELT>])]

Figure 6.15: Possible semantic representation for the sentence “The snowman melted into a puddle”po].
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Case and Semantic Frames Semantic relationships have been important throughout this discussion.
Frames are templates of related attributes (6.2.3). Frames can be constructed around verbs. A frame
is a group of schemas, or generalized descriptions of an action or event, that form a consistent unit
(Fig. 6.16). Frames are used as a means to anchor the potential meaning of language. They provide a
context within which to interpret the relationships and can be useful in information extraction (10.5.0).
Extends verbs. This is a type of semantic role (2.1.4). Thematic roles.

An Agent performs a Response_action on a Victim as a punishment for an earlier action,
the Injury, that was inflicted on an Injured_party. The Agent need not be identical to the
Injured_party but needs to consider the prior action of the Victim a wrong. Importantly,
the punishment of the Victim by the Agent is seen as justified by individual or group
opinion rather than by law.

Figure 6.16: Frame for the concept of “revenge"[15]. Note the expected Frame Elements: Injury, Agent, Victim, and
Response.

9 children
tostzl

Figure 6.17: FrameNet composite frame for a crime scene. Several frames are joined to create an overall scenario.
(redraw) (check permission)

Propositions and Semantic Grammars The roles the words play in creating the meaning of the sen-
tence. This may be related to parts of speech but is not necessarily the same. What is “case”? SVO[3].
Sometimes semantic networks will employ “case frames” to help determine context. Case frames are as-
sumptions about common word meaning when used in particular contexts. These seek to disambiguate
different possible word meanings by identifying common semantic relationships between words in a
given usage. Case grammars are used to facilitate this process. Because the semantics of a particular
contextually situated sentence or phrase are often determined by the syntactical relationship between,
primarily, the noun and verb phrases, this syntactical relationship can help to determine the semantics
of a sentence. Word senses depend largely on context.

Semantic Cohesion
Reasoning about semantic properties helps people understand how statements hold together. The
meaning is ultimately defined by a person hearing or reading the language. The relationship of the
components is the semantic cohesion. Semantic cohesion develops from an understanding of the rela-
tionship among concepts (Fig. 6.18). This cohesion is based on our knowledge of what would be logical
in a given context. Attention management in language and conversation.

Margie was holding tightly to the string of her beautiful new balloon. Suddenly a gust of wind caught
it. The wind carried it into a tree. The balloon hit a branch and burst. Margie cried and cried.

Margie cried and cried. The balloon hit a branch and burst. The wind carried it into a tree. Suddenly
a gust of wind caught it. Margie was holding tightly to the string of her beautiful new balloon.

Figure 6.18: The first story is more satisfying because it has semantic coherence and follows our expectations for
the logical development of events. (redirect)

Semantic cohesion includes reference which refers to timing, sequence, or indicate cause and effect.



6.3. Language and Interaction: "Doing things with Language” 223

“Anaphora” is the technique of using a word (often a pronoun) to refer to something described earlier.
Similarly, a metaphor has a scope of applicability.

These referents are generally based on the unique characteristics of the human experience in the physical
world; notions of time, location, mass, movement, and causality are so intuitively used by humans that
day-to-day language allows short cuts. This would be confusing to anything not indoctrinated into this
system; consider this pronoun reference example, using anaphora: “The table hit the chair and it fell”.
Most listeners would expect that it was the chair that fell, as it is lighter than a table, but it is also
possible to interpret the sentence as saying that the table fell.

This understanding of the physical referents of language help to socially mediate communication and
construct a joint understanding of language. This can be termed “groundedness”. In situations deal-
ing with non-physical things, people use physical-world referents as metaphors to describe abstract
concepts.

Cohesion in text is somewhat subjective. The writer’s goal is the management of the listener’s attention
(29 Consideration of higher-level units in the text leads us to the possibility of examining the structure
of those intentions.

6.2.4. Semantics and Domain Structures
There are many niche applications of language and knowledge of these niches turns out to be crtical in
dealing with them.

6.3. Language and Interaction: "Doing things with Language
Semantics focuses on the literal definitions of terms but natural language goes well beyond the literal
meanings. Function rather than structure. Natural language use is very context dependent. This can
be viewed as layered interaction which can go beyond natural language. Relationship between language
and action and behavior. Semantics and Wikipedia [?]. Linking instances with semantics.

6.3.1. Pragmatics

Pragmatics considers the effects of the social context on the meaning of statements. Thus,y it is essential
for communication because the social context and cultural assumptions are often significant factors in
determining meaning. Context can often clarify ambiguity.

referential conveys information about some real phenomenon
expressive describe feelings of the speaker

conative (instrumental) attempts to elicit some behavior from the addressee

phatic builds a relationship between both parties in a conversation
metalingual self-reference

poetic focuses on the text independent of reference

Figure 6.19: One taxonomy of pragmatic categories[31].

There are many types of context, such as the context of the communication task being performed, the
expected audience, and knowledge that is implicit or shared between the communicators, which may be
manifested as assumptions, social conventions or expectations. A sentence may have a literal meaning
in one context and an entirely different meaning in another context.

Signs. Semiotics. Indexical signs.
Layers of interaction in education (5.11.4). Communicative practice.

Grounded natural language processing. Reference (Fig. 6.20). Artifacts in computer-mediated com-
munication (5.6.5).

Most conversation has a topical focus that lends it coherence. This focus contributes to attention
management 29,
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al world. (redraw)(chek permission)

Emphasis on the social aspects of language suggests that a focus on social interaction leads readily to
a functional analysis of language rather than to a structuralist approach. That is, the focus is on the
effect of the language rather than the syntax. Languages have large cultural and political implications.
Moreover, language is highly dependent on the task or domain to which is applied. Recognizing the
task can help the language understanding.

The context, tone, or history of the speaker may be used to modify the literal meaning of words (11.3.3).
Statements such as “It’s cold in here” may be intended as a request to close a window. One distinction
is between statements that commit a speaker and those that are intended to change the state of the
listener (perlocutionary acts).

Speech Acts
We can also try to understand how people “do things” with language! Performatives. Thus, the
focus is not on the structure of the language but the functionality. These are speech acts (Fig. 6.21).
The approach is based on a model of intentional action.

13]

Earlier, we mapped a negotiation by the transactions and commitments that were made rather than the
ways those were expressed (3.4.4). Tutoring dialog may be characterized by speech acts which emphasize
the educational purpose behind each statement (5.11.3)(Fig. 6.22). This is for the ideal situation which
does not include persuasive speech or gamesmanship. (illocutionary acts)

| Speech Act | Explanation | Example |
Assertives To instill a belief Today is Tuesday. Not Wednesday.
Directive To get the addressee to do something | Put it over there.
Commissives | To commit to something I'll fix it after dinner.
Expressives To express a feeling to somebody I'm so excited, I could burst!
Declarations | To state a position I’'m in favor of building it!

Figure 6.21: One system speech acts (adapted from[53]).

| Speech Acts | Example
Pump priming Gives some basic data and examples from which a student could generalize.
Splicing Suggests how to unify ideas that have been expressed separately.
Correct and amplify | Gives corrections and further information.

Figure 6.22: Some speech acts which have been proposed for tutoring dialogs[%].

Multi-sentence speech acts [?]. Macro-speech acts.

6.3.2. Discourse

The term discourse is yet another that is used in a number of different senses. It may refer to any
sort of conversational exchange or to a stylized way of speaking or it many simply refer to units of the
exchange.

Discourse in science (9.2.3). The author needs to provide context for the reader by managing coherence
and attention.
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Discourse fulfills social goals as a part of social action. For instance, discourse is essential for tutors
(5.11.3). It also helps us better understand “gamesmanship” (5.3.3). However, discourse can often be
subjective. To the extent it matches a group’s perspectives, it may reflect political opinions.

Discourse as “how things are said”. Discourse is often associated with constructing passages that
accomplish certain purposes or tasks. Discourse is an interaction sequence which intends a transfer of
information. Four types of discourse are commonly identified: Exposition, Description, Argumentation,
and Narrative.

Discourse versus genres (6.3.7). Discourse macros. Academic discoursel?”l. Moves in discourse shift focus
from one level of understanding to the next'”l. Discourse helps disambiguation based on social factors.
Discourse types of sentences: declarative, question, imperative, exclamatory.

One example of the style of presentation such as “hedging” — that is allowing for some possibility of
error. Discourse management in tutoring and classroom (5.11.3).

Normative ethics[14.

Critical Discourse
How people use language to accomplish their goals. Attitude change. The way people present things
when speaking may reveal cultural assumptions and logic. Either explicit or implicit. Passive voice.

Discourse Processes: Elements, Acts, and Moves
Affects processing, understanding, and memory.

Discourse also creates structure of meaning beyond the sentence level. The elements of a discourse are
related to the structure of a task (3.5.4). In this sense, the given part of the discourse is based on a
task model or user model. For some tasks, the components are clear and the accomplishment of those
tasks can be clearly indicated. Discourse elements generally are not useful by themselves. Rather sets
of them are needed to complete tasks. There are many ways of classifying discourse. Sets of discourse
elements. Functional task analysis.

The transitions within a discourse are called “discourse moves”. These are initiated with specific
structures. This include discourse pairs such as Topic-Comment, Theme/rheme, and Given-new. It
is common in communication to establish a “given” and then to use that as the basis for comparison
with a change (Fig. 6.23). This forms the classic “given-new” pairing “Bill went to the store.” tells us
that somebody we know (Bill) changed to a new state. He went to the store. While given-new is very
common, it is not very precise.

Figure 6.23: Before-after pictures are a form of the “given-new” principle. (new picture-K) (check permission)
Automatic Extraction of Discourse Structure. Generating models of what is going on in a discussion.

Discourse macros versus discourse plans.

Discourse Plans
Planning (3.7.2) is a part of a text generation system. Planning as a goal-oriented activity.

Statistical models for speech act detection. For instance, with HMMs.

Discourse and verbs (6.2.3). Verb semantics. Semantic cohesion versus discourse frameworks.
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Many of these models are hierarchical. That is, they form discourse tree[*".
When discourse is part of a complex activity intended to have specific effect, it may need to be planned
(3.7.2). Determining and filling constraints*.

Discourse Processing and Comprehension There is a great deal of research about how people understand
discourse. That is considered as part of the study of reading (10.2.0). Story understanding as being able
to answer questions about a story.

6.3.3. Types of Discourse: Description, Exposition
Here, we use a relatively simple set: Description, Exposition, Explanation, Argumentation, and Nar-
rative.

Scoping communicative acts is a fundamental activity. However, this can get quite complex. For
instance, a narrative can be interwoven with an explanation. These can have implications for the
design of effective texts. Generally qualitative (4.1.1).

Conveying factual information. Descriptions of information resources (2.4.3).

There are many styles of authoring. From speech generation to design. Language can be styled to
express myriad meanings, from the simplest statement to high art. Poetry, for example, combines
sounds and sense to give the reader an emotional, aesthetic experience. Other language devices include
allusion, alliteration, and rhetoric.

Exposition lays out the facts of a case. High-level expository styles. Problem-solution. Cause-Effect.
Analogy.

Expository content lays out an issue or presents a description of a process or situation. It can also illus-
trate causal relationships among concepts. Complex texts use elements that enhance their coherence,
including time, entailment, implication, and causality.

6.3.4. Types of Discourse: Explanation

Explanations go beyond descriptions to provide context and causation. They describe a model. We have
discussed many types of question answering systems in this text, answering those questions often results
in providing explanations. An explanation helps a person comprehend a situation or event. Describing
content to others. This should emphasize the use of mental models and is similar to tutoring and
teaching (5.11.3). Build on the basic elements. We have already discussed many types of explanations
such as those used in question answering and tutoring. Another type of super-structure is explanations.
The goal is to convey a description of a process as clearly as possible.

There can be several approaches to explanations. Explanations based on theories and causation
(4.4.2) and conceptual models (4.4.1). Scientific explanations (9.2.3). History explanations ((sec:historyexplanations)).

Wittgensten and language games.

Adding interactivity to explanation approaches a tutoring system (5.11.3).a Tutoring models with discourse-
based explanations [?].

Two aspects: what is the explanatory model versus how best to present it.

Explanations and expert systems and case-based reasoning — explaining why a certain decision was
reached. FExplanations often include appeals to logic but also includes some background. Evaluat-
ing explanations [*6l, Explanation includes an aspect of presentation of effective conceptual models.
Explanations are typically either causes or sub-processes[*8].

History attempts to describe and provide explanations for specific events. Fig. 6.24. Science (9.2.2) ex-
planations for general cases.
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Explanatory target
Why does a patient get atherosclerosis with associated symptoms such as chest pain?
Explanatory pattern
The patient has inherited various genes that encourage the development of risk factors such
as hyperlipidemia, hypertension, and diabetes.
The patient is subject to various environmental factors, such as a high fat diet.
The genes and the environmental factors interact to produce the disease.

Figure 6.24: Atherosclerosis explanation schemal6?).

Explanation is, of course, useful in education where it often in intertwined with the presentation of
conceptual models, Models are essential for explanations. of expository writing[*2. Mathematical
models such as those in DSS systems are known as influence diagrams. Explaining causes versus
identifying actual causes. Explanations are often based on dubious constructs and poor logic. Schemas
are similar to frames in providing templates for possible answers (Fig. 6.28).

Explanatory coherencel6%.

6.3.5. Types of Discourse: Argumentation and Rhetoric

Arguments makes claims and support them with evidence. It’s purpose is to persuade; however some of
the argumentation systems we describe below simply lay out an argument. We find formal approaches
to argumentation in law (8.5.4), history (5.13.0), and science (2.6.2).

The Structure of Arguments
Issue-based analysis lays out considerations in reaching a decision. It is a type of argumentation system.
Claim-support-argument structure (Fig. 6.25)['8]. Argumentation and trustworthiness of information
(5.2.3). Design rationale (3.8.7).

Jones would make a good president.
He has a lot of experience.

And he’s very honest.

Jones would make a good president.

He has a lot of experience.

And he’s refused bribes.

The city is a mess.
The parks are a mess.

The grassy areas and parched.

1 1 1
2) 2) 2)
3) He’s been on the city board for 10 years. 3) He’s been on the board for 10 years. 3) The park benches are broken.
4) 4) 4)
5) 5) 5) Returning to the city problems,
the highways are bad too.
1

He refused bribes while on the force. So he’s honest.

3 5 4

Figure 6.25: A variety of Claim-Support-Argument structures!*8l., (different example)(check permission)

Claims and hedging.

Rhetoric and Rhetorical Structure
Rhetoric is sometimes defined as any sort of public speech and sometimes the goal may just be to
present information clearly. In a stronger sense, sometimes rhetoric is “persuasive speech,” or “effective
discourse”. One of Aristotle’s most famous works was his “Rhetoric” '? that attempts to instruct
people how to be persuasive. For instance, Aristotle emphasized syllogism which is a simple logical
device. Teaching effective (persuasive) writing and oratory. Rhetorical devices. Disputation and affect.
Procedural rhetoric.

Rhetoric is how a position is presented. Rhetorical structure theory (RST) [ is probably the best
known approach for discourse tagging. Rhetorical Structure Theory (RST) is composed of discourse
sets and relationships among them %! (Fig. 6.26). Nucleus/Satellite. One block of text may “justify”
or add “conditions” about another block of text. Genres (6.3.7).
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JUSTIFY
1A 1B
1C 1D

[And if the truck driver's just don't want to stick to the speed limits,]!4 [noise and resentments are guaranteed.]'?
[It is therefore legitimate to ask for proper roads and speed checks.]'“ [And the city officials have signaled to
support local citizens.]'” (mazsoo7e)

Figure 6.26: The rhetorical units in a discussion based on an analysis with RST. A specific set of Elements is
proposed but also, proposes that thread which connects them follows a specific structure.

Focus on larger elements of the argument. One model’s elements include: Claim, warrant, data, backing,
rebuttal, qualifier (Fig. 6.27)61),

Harvey was He is a British
Data Claim born in Bermuda citizen.
(since) (unless) (since) } (unless)
Warrant Rebuttal A person born in His parents were not British

Bermuda is usually or he was naturalized in some
a British citizen other country.

(because) (because)

Qualifier Laws, etc.

Figure 6.27: The reasoning of an argument can be illustrated graphically. A framework for the components of an
argumentation (left) and an example (right) (adapted from[ﬁl]).

Science as argumentation (2.6.2). Actual arguments are often more complex than can be handled by
Toulmin[*%,

Varieties of argumentation systems. Representation of argument elements. Interfaces for browsing the
arguments. Overview of most important themes and zoom in. Collabortive and community argumen-
tation. Argumentation systems can be useful for claify arguments and for teaching argumentation.

6.3.6. Types of Discourse: Narrative

Narratives deal with a specific situation rather than general principles. Narratives typically do not
emphasize logical explanations but usually emphasize human experience. Typically, a story states
a problem or challenge describe how it is resolved. Stories include narrative, plot, and character.
Narrative as a trajectory through a story space. Some games. Collaborative story telling. Narrative as
revealing cultural gist.

From narrative to drama to cyber-drama. Drama provides a focused context around actions. Theater
(11.5.0). Cyber-drama (11.5.3). More theory in (11.5.4). Structure of a story with drama. Character
development. Building emotion, affect, and empathy. Yet, in current systems there are restrictions on
the possible complexity of the narrative pathways.

The king died. Then the queen died.



6.3. Language and Interaction: "Doing things with Language” 229

The king died. Then the queen died of grief.

Ubiquity of Narratives

We have encountered stories repeatedly as a way that people create coherence of their world. Narratives
are similar to explanations but they include additional features such as titles to support emotion and
attention management. Having a story understanding the practical constraints can be effective for
some management decision making. When there are several possible stories, find the story that is most
consistent. There are many ways in which casual models affect perception. Stories and attribution (5.5.2).
A strong sense of causality in memory. Episodic memory. Topic-organization content. Narratives and
games. However, maintaining the coherence of the narrative in the interactivity can be challenging
(4.4.3). Oral histories and cultural heritage.

1. The defendant was speeding and sleepy so the defendant caused the accident.
2. The defendant was speeding and sleepy but another person’s car lost its brakes hit him.

Figure 6.28: A narrative based on a plausible causal chain (top) can be persuasive even another statement is more
accurate.

Combining events into a larger conceptual whole. Multimedia programming and management of atten-
tion.

Narrative as a foundation for cognition (4.3.0). Inferring causation with narrative (6.3.6).

Narrative is the retelling of a sequence of events. Drama (11.5.4). Dimensions of drama from ¢ are
listed below:

Diachronicity describe the idea that there must be a sense of action taking place over time.

Hermeneutic composability refers to the idea that narratives can be interpreted as a story composed
of events.

Canonicity and breach is the principle that stories require the breaking of a normal state of events.

Referentiality is the principle that a story somehow refers to real world states, though this may be
tangential.

Genericness means that the story belongs to one or more families of story types.

Normativeness is the idea that narrative depicts norms of behavior.

Context sensitivity and negotiability suggest that narrative requires the negotiation of roles between
author and text.

Narrative accrual describe the principle that new stories directly follow from older ones.

Narrative Components
We usually enter into a story with expectations that we assume will be fulfilled. A story must reach
“closure,” that is, the resolution of an initial conflict.

The story has a progression. A dramatic arc describes the evolution of a character across a story.
(Fig. 6.29). The arc can also reflect the dramatic tension and presumably, the emotional response of
the audience.

Point of view which is also found in video games.

Combining logic and the perception of plausibility. It can often be improved by critical analysis.
Combine logic and perception of plausibility. If there is any causal story, people tend to accept it.
Stories have many roles in a culture. Myth and canonical structures. Road movie.

Components of narrative. Plot, character, theme. Narrative design. Story planning.
Story episodes.

Systagmatic. Specific time, place, characters.
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Figure 6.29: Story arc with major and minor characters. (check permission)

Motifs and themes.

Narrative Structure
Many stories follow regular patterns so it seems natural to develop representations. Some aspects of
narrative are highly stylized. Indeed, Russian fairy tales (Fig. 6.30) are so stylized[®® that grammars
have been proposed describing these. Story lines, story graphs. grammars, and dynamic agents. Agency
in narrative!?2.

In one village there lived three brothers. The two elder brothers were successful merchants, but the youngest
brother was a fool named Emelya who slept on the stove all day long. Once it happened that when he went to
the ice-hole for water and he caught a magic pike. The pike asked him to let her go free and promised him to
grant any of his wishes. “Just say these magic words: By the pike’s wish, at my command,” and everything will
be done” the pike said. Emelya agreed.

He ordered his water-pails to go home by itself, which they did, much to the surprise of his sisters-in-law. Then
he ordered the sledge to go by itself to the nearest forest where his ax felled wood for the fire. The Tsar of the
land heard about that wonder and ordered his officer to bring Emelya to the palace. When Emelya came to the
Tsar’s courtyard he saw the Tsar’s daughter and used the pike’s magic to make her fall in love with him.

Then the Tsar gave orders to place the princess and Emelya in a barrel and throw them into the sea. But Emelya
again used the magic words and the waves rolled the barrel onto the shore of a beautiful island. With the pike’s
help Emelya “built” a big marble palace. Then the princess asked him to become handsome and smart, and he
turned himself into a fine young prince. They started to live peacefully in the palace.

One day the Tsar visited the island and, oh! What a wonder!, he recognized his own daughter and Emelya who
was changed into a fine prince. The Tsar wept and asked their forgiveness. They celebrated the family’s reunion
and lived happily after that.

Figure 6.30: “The Pikes Story” is a Russian fairy tale. Such tales are highly structured and it has been proposed
that a grammar could describe the structure. (Translated Richardson). (Check permission).

The fabula is the sequence of behavior in the story world and syujhet.

Markup for narrative!*l,

Story grammars. Rewrite rules for narrative [?]. Planning and story generation.
Narrative comprehension. Forming mental models.

Stories, Character, and Capturing the Human Experience

Stories have a structure, but they also reveal human experience. Describe such common human expe-
riences as birth, death, and family. Managing affect. Developing empathy (5.5.3)with the characters. A
story’s closure gives it an emotional satisfaction. The moral of a children’s story transmits a lesson as
in Aesop’s Fables. Tracks human life. Social role of narrative. Taxonomies for folktales and folklore.
Managing emotional affect (4.6.2). Are the characters believable? Do we develop empathy with them?
We need models of the users in order to develop empathy with them. Representing character goals and
psychology.
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Standard character: Heroes, victims, villains (antagonist), sidekicks!®%!.
Affect in stories and generating affect. Effective story-telling[®l. Narratives and games (11.7.0).

There are many common patterns of in human lives and , of course, these are reflected in human stories.
Universal themes and story templates. Moral. Allusion, Symbolism. Myth. A “failed quest” is one of
what is claimed to be 12 basic story forms[¥. An example is the story of the Holy Grail. Stories often
follow predictable patterns; one type of story tells of a “failed quest”. Plot and character development
can also follow patterns. Archetypes.

Figure 6.31: Lancelot and the failed quest for the Holy Grail. (check permission)
The coherence and fidelity of a story can be more important to our beliefs than support from direct
evidencel?. Expectations (4.4.3).

Describing the goals of the characters and the goal conflicts!??],

Interactive Stories: Story Interfaces and Narrative Engines
Beyond books and movies, Computers lend themselves to interactive fiction. Interactive stories. The

simplest of these are branching stories and serious games (11.7.3).

Corduroy 1983
child Heaar Mather Guard

4 TURNFICTS ON [ ik (EoEND
TURN LINKS OFF[

ALLOWEDITS mnuvaﬂnn
squialenca
termination

i

The child wants tI’\E bear

i Child's eyes biig
-+ Child 35ks the sa\egwnmanmnhe oA [1 m]
+ Ghild holds the bear[1.11]

s e
it Mother eernplains:she Is late.[1 3]
TLE Mother talls the child thEy have to leave [1:18]

té" O mopes 121]
- Child lets go the bear [1:40]
Mother commments on the bear's missing buttori[1.21]
[

E Motherwalks away[1:5
-~ Child walks alvay witt the Mother [1:46]
Bearwantsma d
it (211

tra
it aomas the tom [5:37]

B Beav arabs the display and falls from ifre train (5:51]
LE Bearlands in abox of rubber balls [6:02]
Eiear evares security guard

Figure 6.32: A notation for browsing the events which form the plot of a story! (11] (check permission)

Automated story telling. Narratives in games. Planning and narrative. Story re-planning as needed.
Believability.

Narrative theory (11.5.4).

Combining Discourse Types
Story interpretation and cultural context ). Some types of works are composed entirely one type of
discourse. An explanation may be only that. However, some other types of material may interweave
several of the types. A news story or a biography have explanation, narrative, and argumentation
all mixed together LDM 19! a different approach to discourse units. In other cases, this we see more
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structure for organizing content. Simple example: explanation within a story. Trajectory of a discourse.
Many types of knowledge are required for understanding language.

6.3.7. Content Genres and Literary Forms

There are trends and styles in information resources. They often reflect technological changes in media
presentations or events in society. For a while Western movies were particularly popular and then the
interest in that style faded. These emergent patterns often not stable enough to be systematically
classified. These are reified as complex objects (7.8.4).

The use of genre can be viewed as social action. They may be relatively stable (e.g., business letters)
or ephemeral. They are related to trends in both technology and culture. Genres provide expectations
about a resource for the members of a given community.

A literary form is more defined than a genre. XML DTDs as genres (2.3.3). Genre Template.

Genres are found in systems of media. Complex works include books, movies, and songs. Typically,
genres are composed of sets of related entities and they often result from a nexus of technology and
culture. There are many examples of genres.

Trope.

Media exists in a milieu of technology. Broader units than discourse (6.3.2). Genres can provide ex-
pectations about discourse and help build expectations. They can be thought of as a prototype (2.1.3).
Genres can are also defined by reference to cultural trends and other works. This latter is known as
intertextuality. Genre analysis®®! and genre classification are tricky because genres themselves are often
poorly defined and are highly dynamic.

Genre ecologies!®®l describe interlocking sets of document and forms in an organization.

Examples of Genres
There are many examples: Graphic novels. Documents as a genre (2.3.1). Music genres. Hip-hop. Genre
detection Genres in science writing (9.2.3) are sometimes explicitly defined.

Genres, hypertexts, and interactive video games (11.5.4).

Literary Genres Books are a highly developed and generally very effective genre. Aids for readers
and clarity for use. The development of books, printing, printing, libraries, and universities are all
inter-twined. Ecologies of genres in organizations. Also, to an extent in businesses and the Web.

Printing and publishing (s.13.4). Print culture (8.13.6).

However, it is a specific style that evolved over time. Novels are a story told in prose.

Figure 6.33: Kiss of Deathl®¥ is an example of the 1930s genre known as Film Noir. (redraw) (check permission)

[tems from a given genre show shared communicative purpose. Genres are hard to capture. Genres on
style, theme, mode. From literary styles to genres. Affected by the culture and technologies. Genre
of media forms such as a novel. Content genres such as Film Noir (Fig. 6.33) which was a style of
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movie which was popular in the 1940s and 1950s (Fig. 6.33). Building shared expectations about style,
symbols, and structures. Emotion, society, content. Social processes and genres. Game types (11.7.0).

Genres in organizational communication. Indeed,*¥ argue that communication genres help to define
the structure of the organization and may even control members of the organization. Social genres.
Genre ecologies!?l. Genres often defines a sub-culture. Genre classification can be tricky because genres
are by their nature fuzzy and ephemeral.

6.4. Conversation and Dialog
Language is primarily social. Here, we consider the social component. Conversation is the most direct
form of verbal interaction. Social interaction through language.

Modalities (5.6.5). Dialog systems (5.11.3)*"). As with other types of multi-agent communication, protocols
for the interaction. Language is, of course, fundamental to social interaction. Social interaction is highly
varied. From simply getting acquainted to communicating shared goals of a group. Communicating
the scope of an interaction. Orality and oral traditions (11.3.3). Multimodal social interaction (4.2.4).

Gestures (11.4.1). Multi-person conversation and speech analysis (11.3.3).

We may distinguish among different types oral interaction. Debate. Gossip. Genres. Meetings (5.6.3).
Task-based and activity-structured discussions Meetings. Routine activities.

Providing tools for supporting reference in computer-mediated interaction (5.6.2).

6.4.1. Social Interaction through Language

Conversation is social interaction by natural language. It is a model for other kinds of interaction such
as, increasingly, the interaction between a person and a computer. Conversation is often instrumental,
that is it helps people to accomplish their goals (Fig. 6.34). Development of conversational ability.
Types of social coordination o=

A: Declare

A: Request B: Promise A: Decalre

B: Assert

B: Reject
A: Withdraw

A: Reject
a B: Withdraw

(62

Figure 6.34: Stages of interaction between two people (A and B) during a negotiation (adapted from ]). (redraw)

(check permission)

Conversation and work.
Adjacency-pairs. Question/answer Greeting/Greeting.

Pragmatics is a significant factor in conversation. Indeed, many conversational statements violate
syntax but are understood perfectly well because of their context.

Fig. 6.35 during design discussion. Task-oriented discourse.
Chat-room conversation transcript.

While discourse is “public speech”, conversation is often an informal discussion between a small number
of people. Conversation incorporates linguistics with social interaction. Most conversation is about
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Figure 6.35: Transitions observed discussions during design interaction. [43, (check permission) (redraw)

narrow topics, is between people who know each other very well, and is heavily context laden. When
the participants in a conversation know each other and have a long history, the conversation may
appear erratic to an outside observer. Several types of conversational interaction can be identified.
Task-oriented interaction versus information interaction (3.4.3). Conversation conveys information and
that often creates social bonds (5.2.1).

Rather than focusing on the words which are exchanged, we can also consider conversation?s role in
developing affective bonds. Physical aspects of conversation such as gaze and body language. Gestures
and facial expression (11.4.1) are an integral part of face-to-face conversation. Social engagement in
conversation.

Conversation as developing shard understandings. Conversation and tasks. Conversation for problem
solving. Bridging across sessions, illustrates a type of team meta-cognition.

The participants have to identify which object in the environment are being described. Most conver-
sation is oral (11.3.3) and social (1.2.1). Conversation across many different types of social interaction.
Dialog management (6.4.2). Recall the basic social interaction model (Fig. 6.36). Judgments about
another person in conversation goes beyond judging what the person is saying but also their emotional
state.

Figure 6.36: User models in conversation; each person tries to determine what is the other person thinking or
feeling.

In one view, the meaning of language comes from the extent to which it mediates social action [?].
Conversation does not result in literal transfer of information between people. Repairs negotiating
shared meaning.

Subjective sense of the context. Typically, conversation is heavily context laden. There are often abrupt
changes in topic when the participants have a long familiarity.

A conversation is language-based interaction between two or more people or organizations. It is gen-
erally spoken language (11.3.3) but we can also have asynchronous email conversations. Person-machine
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interaction can even be thought of as conversation. Fig. 6.37 shows a fragment of conversation between
a consultant and a supervisor at a company help desk. The words within slashes are spoken simultane-
ously by the two participants. Presumably, this is accompanied with other shared ideas. Face-to-face
conversation includes physical interaction and signaling as well. Moreover, there may be subtle clues
that participants pick up on[*5].

Some electronic text interaction is like oral interaction. Tweeting as a type of conversation. Gossip
(6.4.4).

Speaker | Transcript of Conversation |

Consultant | ... Then escalate it to the benefits. EVA is asking for this information on this (indistin-
guishable). We show it as having such-and-such. That way /we\

Supervisor | \Okay./ Okay,/T\

Consultant | \can/ tell them... what EVA is looking for.

Supervisor | I can tell the employee it’s showing there’s not, shouldn’t be a problem, so ...

Consultant | ... we're trying to fix it.

Supervisor | I'm trying to get a feel for it. Thanks, Nik.

Figure 6.37: Fragment of conversation between a consultant and a supervisor at a company help desk. The words
marked by slashes overlap between the users (adapted from!®).

Following the principle of least effort (6.1.2) and the reduction of cognitive load (4.3.3), the speaker prefers
simple messages however, a listener generally prefers unambiguous messages.

Obtaining clarifications and making repairs in a discussion. Conversation often does not proceed in a
straight line.

Affect in conversation and social interaction. Social bonding from face-to-face interaction (6.1.2).

Norms for Effective Conversations

We expect a conversation to be cooperative. This is a type of pragmatics. Four norms (5.3.1) or
“maxims” of conversation have been proposed?® as the implicit principles for constructive conversation
(Fig. 6.38). If someone asks you for directions, you should answer accurately (quality) and concisely
(quantity). There are also the principles an instructor might expect for students answering questions on
an examination. Those answers should, of course, be accurate, succinct, relevant, and clear. These are
frequently violated. There are many exceptions to these maxims. For instance, “shaggy-dog stories,”
which never seem to reach a conclusion, violate the principle of “quantity,” while deception violates
the principle of “quality”. We expect statements to show relation. However, the maxims are violated
in persuasive speech (4.5.2) and even more so in deceptive speech (5.3.3). Relevance as a cognitive
phenomenon. Deception requires inferences about other people with a type of empathy. Multi-person
conversations and small group discussions have additional norms (6.4.0).

| Norm | Statements should... |

Accurate | be genuine and not spurious.

Succinct | give neither more nor less information than is required.
Relevant | be relevant to immediate needs.

Clear make clear what the contribution is.

Figure 6.38: Proposed norms (maxims) for effective conversation (adapted from[QS]). These are frequently ignored.

6.4.2. Conversation Management

Conversation is a social activity so it involves not only natural language but also social skills. Like
other types of the social interaction, it needs to be coordinated across participants. Conversations
are structured by norms (5.3.1) which provide openings, closings, and turn-taking. Handling restarts,
repairs, and silences. Some of these are social skills for smoothly facilitating conversation. These skill
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can be supported with a type of scaffolding [?]. 2. Other activities include: Checking, repairs,
changing topics.

Opening | “How are you today”?
Closing “OK, I'll see you around”,

Figure 6.39: Openings and closings serve as bookends on a conversation.

Conversation Body
Effective conversation requires that the participants share implicit knowledge about their interaction,
as opposed to trying simply to make workable inferences about each other. There should be robust
tracking of expectations and a means to allow the participants to back out from misunderstandings
and confusion. Structured conversation (10.3.2).

Figure 6.40: The “talking stick” was used by Native Americans to control who was allowed to speak during a council
meeting. (redraw-K) (check permission)

Linguistic markers which allow speakers to emphasize what they wish to communicate.

Negotiating meaning in a conversation. Each person makes sure the other person understands. Struc-
tured conversations such as threaded chat (10.3.2).

Techniques for conversation analysis!®”: Question-answer pairs. Sequences.

Dialog Goals Some conversations have specific goals. Dialog is tied up with goals for a discourse.
Bids for macrogame. A dialog game is composed of three goals: the goal of the initiator, the goal of
the recipient, and a joint goal. A information offering game is a specific type of game (Fig. 6.41) %,
Other types of discourse management games. These are useful approaches for conversational planning
(3.7.2).

Goal of initiator Provide particular information to recipient.
Goal of recipient To identify and receive the particular information offered.
Joint goal The responder comes to possess the particular information.

Figure 6.41: Information offering game from the viewpoint of several participants[Bg].

Initiator Can I give you directions to help you find something?
Recipient Yes. How do I get to the Liberty Bell?
Initiator Go down Arch Street and take a right at 5 Street.

Figure 6.42: Example of an information offering “game”[39].

Group Verbal Interaction
When groups interact at a distance, many of the cues that guide face-to-face interaction are missing.
Different methods may have to be established to coordinate such elements as turn-taking and floor
control (6.4.2). Back-channels. Toward broader activities such as tutoring, giving directions, negotiation,
or teaching a skill.

Conversation Beyond Verbal Interaction
Social interaction beyond words. Non-verbal cues for control on conversation. Eye movements. At-
tentional gestures. Conversation can also be seen a part of a continuum of communication modalities.
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As part of non-linguistic interaction, speakers may use hand movements and other gestures (11.4.1) to
emphasize points, and listeners may respond silently with nods, smiles, or other facial expressions.
Modalities such as gestures, eye contact, and gaze (5.6.5) can be non-verbal signs of interest. Modalities
of interaction in meetings (5.6.3). Coordinating gestures in a conversation (11.4.1).

6.4.3. Sub-Languages and Institutional Dialogs

Language use is also affected by social context. It may be better not to think of natural language as a
single entity. There are restricted languages for specific tasks. Languages for special situations or social
groups are termed “sub-languages”. Institutional dialogs are similar to sub-languages. The discourse
is often determined by the roles of the individuals involved. Examples of institutional dialogs between
doctor and patient. The dialogs are affected by the relative status of the participants. The relative
status is also associated with the beliefs and the information available to the participants. This could
be captured with a meeting archiving system (5.6.4) and then used as part of a medical decision support
system (9.9.2). Whether intentional or not, jargon acts a barrier to interaction. Jargon.

Inter-generational discourse. Similarly, parents speak in a distinctive way to their children. These may
be helpful for the child to learn language. These are known as “care-giver” languages or sometime,
“Motherese”. For example: “Yes, Mommy will pick baby up”. Or, “Would baby like to go night,
night”.

“Meeting talk”.

Figure 6.43: Institutional dialog cartoon.

6.4.4. Synergy of Language with Culture

Language and categories are inter-woven with culture (5.8.2). Language weaves together communities,
culture and individuals. Sociolinguistics is concerned with the language and social interaction. Lan-
guage both unifies and divides groups of people. We noted earlier the importance of language for
communities and cultures (5.8.2). Communities of practice develop their own thesauri. One of the ways
that communities regulate their membership is via their use of language and they are defined in part
by their language. Language needs to be appropriate to the setting or reference group (Fig. 6.44). [64,
Common cultural assumptions allows us to disambiguate language. Kinship relationships (5.1.1).

Dialects to support group identity.
Culture and discourse expectations. For instance, topic-comment vs comment-topic.

Interrelatedness of Concepts and Cultural World View
Language and culture.

QUOTE “Russian speakers, who have more words for light and dark blues, are better able to visually
discriminate shades of blue.

“Some indigenous tribes say north, south, east and west, rather than left and right, and as a consequence
have great spatial orientation.

“The Piraha, whose language eschews number words in favor of terms like few and many, are not able
to keep track of exact quantities.

“In one study, Spanish and Japanese speakers couldn’t remember the agents of accidental events as
adeptly as English speakers could. Why? In Spanish and Japanese, the agent of causality is dropped:
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“The vase broke itself,” rather than “John broke the vase.” ENDQUOTE
Cultural interpretation. Insults, and cursing. Slang is often a way of marking a social group.

It is not surprising that language reinforces social conventions, as in the use of honorifics to show
respect. Social courtesy and politeness. Crudity. “Honorifics” are expressions in language that show
respect. In French, “tu” is the singular form of “you,” and “vous” the plural. But the two words have
another connotation — “vous” is the more formal or respectful mode of address to an individual, while
“tu” is more familiar or intimate.

Most members of the Arizona Tewa speech community regard their language as their unique and self-
defining possession. Many older speakers claim that their language cannot be learned by non-Tewas and
cite as evidence for this claim the fact that no Hopi, their neighbors for almost 300 years, speaks fluent
Tewa. The Tewa help perpetrate this situation by ridiculing any Hopi who attempts to utter even an
isolated word or phrase of Arizona Tewa.

Figure 6.44: Language and communities!34.
There are many such examples. Dewey classification and religion. Nonetheless, communities do change
definitions and category systems do change across time.

Even gossip has a social function — it helps to elaborate our models of the social world. In other words,
it is a type of information exchange. Malicious gossip.

Language is also a clue as to social status. Social chat for understanding the layout of the social world.
Niche use of language in specific domains.
Spread specific information (5.1.0, -A.3.5).

Government control of the language itself. This can be a way to steer culture or even to detach a people
from their cultural heritage. German “language reform” by the Nazis.

6.5. Models for Language

6.5.1. Discrete Models for Language Structure

In this chapter, we have focused on natural languages; these are highly dependent on context nonethe-
less, natural languages all generally share a structure which can be characterized basic formalisms. We
end this chapter with a discussion of those formalisms. Transition networks and by grammars provide
formalisms which have been widely used to model natural language syntax. These approaches have
proven especially useful for formal languages such as computer programming languages. We end this
chapter with a discussion of formalisms such as transition networks and grammars which are useful to
formal languages. Petri nets (3.10.2). Sequences of words and sequences of phonemes modeled with a
state language.

Transition Networks: ATNs and RTNs
Basic transitions networks (TN) are similar to state machines (3.10.1) but they don’t cover some essential
features of language. They have been extended as Augmented Transition Networks (ATN) which add
registers and a stack. Augmented Transition Networks (ATN) variables set at one point in the network
and tested in other parts of the network. ATNs are much more general than simple state machines
because they hold context. Fig. 6.45 shows a very simple example of how an ATN might be used to
manage a game. The states in an ATN might reflect rooms in a dungeon-like game, programmed so
that the player would encounter a dragon the second time he or she entered the room. The value “c”
is set to 1 in State C, this is the only circumstance under which the dragon will appear in State D. As
a model of natural language generation, markers in an ATN could be set to signal a plural subject so
the verb could be made to agree with it. Later, we will see how an ATN can be used for parsing (-A.5.4).

Recursion allows statements embedded within other statements. Recursion in language. Recurrent
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P O=

if(c==1){dragon=true;}

Figure 6.45: A simple Augmented Transition Network (ATN). The Dragon will appear at node D only if node C has
been visited and the variable “c” has been set to 1.

Transition Networks (RTNs) are an extension of ATNs which allow ATN networks to be nested one
inside of another. These are particularly useful when applying ATNs to natural language processing.

|

Figure 6.46: An Recursive Transition Network (RTN) for generating a regular expression can recursively embed
another RTN. (revise/redraw)

Grammars
Grammars model syntax. State machines and transition networks describe sequences, but a more pow-
erful technique for describing sequences such as those in languages. Specifically, grammars implement
recursive productions or re-write rules. These sequences are a sequence of states and could be repre-
sented as a state machine, but the grammar allows the repetition of states to be simplified into a more
concise statement. While most grammars are deterministic, statistical models can to provide structures
similar to grammars (-A.5.5).

Formal grammars are expressed by productions containing symbols on the left-hand side, symbols on
the right-hand side, and a right-pointing arrow separating them. When stings are “generated,” the
components of the equation interact in ways that are dictated by the production rules. In general, the
production rules described the ways that non-terminal symbols may be replaced with terminal ones;
the end result of the process, in which only terminal symbols remain, is known as a “sentence”. All
the possible sentences that can be constructed (often an infinite number) constitute that grammar’s
“language”. Any language that is described by a formal grammar is a formal language, and vice
versa. Formal grammars are defined by very specific orders of operations and rules for expression, and
are practically used only for computer programming, though some are also used as models of natural
languages.

Formal grammars can be approached in two ways: one way is to use the rules of the grammar to
generate strings of symbols, and the other way is to utilize the rules of the grammar to determine
whether or not a given string is consistent with a particular grammar (grammatically correct). While
this difference may seem negligible, some grammars are created only for analysis and not for generation.
There are two types of formal grammars: “generative grammars” (those that generate symbol strings)
and “analytic grammars” (those that analyze symbol strings). The most notable type is Context-Free
Grammars (Fig. 6.47).

| Rewrite | Expansions |

S: A, AB
A: X, XY, XyZ
B: Y, Y%

Figure 6.47: A simple context-free grammar. Using this grammar the strings “x” and “xyzy” are legal while the strings
“yx” and “yzx” are not legal.
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Parsing Parsing is the identification of grammatical and lexical components of a sequence. A parser
is a part of a “compiler” for computer programs. It validates content (often a computer program)
to make sure it is syntactically correct®). Compilers determine whether the syntax of a computer
program is valid, and therefore compatible with the operating system. Parsing can be thought of as
a search problem in which the user tries to match the particular case within all possible constructions
of the grammar. Natural language parsing in (10.4.2). Rule-based parsing versus parsing as constraint
satisfaction (3.7.2). Parsing candidates. Parse trees (-A.5.4).

There are other applications of grammar parsing. Formal grammars form the basis of many types of
computer programming languages. Many techniques developed to apply to formal grammars in theory
have been able to be applied to computer programs and languages in actuality. There are many possible
Document Type Definitions (DTDs) (2.3.3) that an XML document might use; given a document of an
unknown source, using a parser-like program it is possible to figure out what DTD generated it 54

6.5.2. Corpus Linguistics
FrameNet, WordNet. Domain models. Linking to knowledge-bases ((sec:knowledgebase)).

Formal Languages

Formal languages such as programming languages are very different from natural languages. A formal
language may be defined as the entire set of complex sequences that can be formed by combining a finite
set of symbols (the lexicon) according to rules (i.e., the grammar). A language’s “words” make up that
language’s “lexicon”. The two letters are individual symbols that have been combined in a certain way.
The particular pattern of symbols and the way in which they are combined would generally be used
to convey meaning between two or more entities in a predetermined manner. Even with an alphabet
as simple as two symbols, the potential extent of the language can be large. Mathematics (9.7.0) and
music (11.3.2) share aspects of natural language.

Theory of language. Expressiveness. Model theory.

Types of programming languages: Procedural, declarative. Rule-based.
Formal Language = Rules & Lexicon

Languages are generative systems — that is, a finite store of base elements can be combined to create
an often infinite number of higher-level representations. All of the higher-level representations that can
be generated using the base elements are known as a language’s “lexicon”. In formal languages, the
generation of a lexicon is constrained by production rules, while in natural languages these rules are
much less controlling, if they exist at all.

Programming languages can specify complex behavior. Formal languages, though, have clearly defined
syntax rules. Computer programming languages — an important class of formal languages — have a
very rigid operating syntax. Programs will only understand commands if they are syntactically correct.
Fig. 6.48 shows the “language” of a particular computer program; if the language were not written
correctly, the program would not function. Variables such as “x” form the lexicon. This is a trivial
example of a program meaningful programs model the world. The basic elements of a programming
language are assignment, loops, conditionals. Parsing to determine syntax errors. In a formal language

the meaning of an expression, its semantics, is its behavior. Algorithms (-A.5.0).
Procedural languages. Functional languaes. lambda calculus.

A formal language allows the creation of representations for complex processes. Formal languages can
be measured by their “expressiveness,” which is the range of meanings they can support. As a simple
example, we might ask whether a programming language can support recursion — that is, a program
module calls itself repeatedly. Just as there is a difference between the basic syntax of natural language
and the elegant use of natural language, programs can also be designed elegantly (7.9.0).
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int x=1;
main(){
while(x<=4){
printf( ¢ %d” x);
X+
}
}

Figure 6.48: A programming language, such as C, is a formal language. Here is fragment of a very simple C
language program which prints the numbers 1 2 3 4 and then ends.

Minimizing errors in synchronization.
Abstraction of processes!.

Programming languages for a specific task. A programming language should make it easy to express
what has to be done in that activity. This is not necessarily a general programming language. Of
course, actually programming involves having expectations about the task and the limitations of the
computer hardware on which the program runs.

Beyond Discrete Models for Languages
HMMs.

6.5.3. Agent Communication

Formal models for language beyond parsing. This is a formal approach for managing communication.
It does not include the emotional and personal interactions that people find so important in social
interaction.

Autonomous agents (7.7.8). Alife (-A.10.4). In multi-agent systems (MAS), it should be useful for helping
intelligent agents to coordinate (3.5.3). For instance, they need to share commitments and contracts but
in a highly controlled framework.

Coordinating agents need to sharing knowledge. Infrastructure needs shared meanings, shared pro-
tocols, shared communication infrastructure. Indeed, agents can considered to be defined by their
communication [?]).

Figure 6.49: Protocol.

Reasoning by Agents
Goal-based model of intention. Practical reasoning often in a business context. Intention as a type of
plan. Bounded optimality. BDI [?]. BDI and goals versus situated action. Speech acts.

Activity Theory for Agents  Activity - Motive
Action - Goal
Operation- Conditions

Exercises
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X

Figure 6.50: Activity theory.

Anaphora Honorifics Polysemy
Care-giver language Institutional dialog Pragmatics
Citation index Interlingua . Regular expression
Conversation Intertextuality .

. . Transition network
Dialog Lexicon

Discourse Model
Floor control

Markers (linguistic)
Mixed-initiative system

Transformational grammar

Semantic field

Frames (verb) Morphology State machine
Generative model Narrative Speech act
Genre Neologism Turing test
Given-new Parap hrase Turn taking
Grammar Parsing

BRI

Review Questions:

What is the relationship between syntax and grammars? (6.2.2)

Give an example of semantic cohesion (6.2.3)

Give examples of each type of speech act in Fig. 6.21. (6.3.1)

What’s the difference between “narrative” and “exposition”. (6.3.6)

Give an example of the use of each of the “conversational maxims” in Fig. 6.38. (6.4.1)
Give two fundamental approaches for representing sequences. (6.4.1, 6.5.1)

Evaluate the following regular expressions following Fig. 77 (6.5.1):

a) Does aXb match a*b

b) Does aaaab match a*b

¢) Does abccece match a*b*c
. Is the statement “PQTUVY” legal in a context-free grammar with the following rewrite rules? (6.1.0, 6.5.1)

LHS | RHS |
S AB, CDE
A JKL

B MNO

C PQ.RS
D

E

TUV, WX
Y, Z

. Differentiate between formal and natural language grammars. Give examples. (6.2.2), 6.5.1

Short-Essays and Hand-Worked Problems:
. Is “hot dog” one word or two? Justify your answer. (6.2.1)

2. What are “concepts”? How do they relate to words? (6.2.1)

. Find a videotape of a conversation (e.g., from a movie) and specify in detail the interaction between the speakers in it.
(6.3.1)
. Use the relationships described in Fig. 2.50 to code a discussion. (6.3.5)
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5. Components of narrative. (6.3.6)

Describe how grammars are related to XML. (2.3.3, 6.5.1)

7. Specify a simple language, develop a parser for it, generate statements in that language and develop a compiler to validate
those statements. (6.5.1)

8. The evaluation of mathematical expressions follows an “order of precedence” which are a type of re-write rule. Make a
parse tree for the expression: 14(2*3). (6.5.1)

o

Going Beyond:
To what extent do languages affect perception of objects is described? (6.1.0)
How would you define language. By your definition, do animals “have language”? Do computers “have language”?(6.1.0)

o=

Is the use and learning of natural language a human instinct? (6.1.0)

Write a part-of-speech tagger. Include a dictionary of terms. (6.2.2)

Is it possible to cleanly separate syntax from semantics? (6.2.2)

There is a connection between word definitions and the creation of data models. There has been a proposal for creating

structured word definition. How feasible is that? (6.2.3).

How do we know the definition of a word is accurate? (6.2.3)

What are the syntax, semantics, and pragmatics of a book cataloging system? (2.5.1, 6.2.2, 6.2.3, 6.3.1)

Explain the difference between “semantic structure’ and “rhetorical structure”. (6.2.3, 6.3.5)

10. Describe a brief discussion between a patient and a doctor. Develop a system of speech acts for a medical interview.
(6.3.1)

11. Quote two examples of the given-new principle in a newspaper. (6.3.2)

12. How is explanation different from description? (6.3.4)

13. How is “conversation” by email different from spoken conversation? (4.2.1, 6.4.0)

14. Compare the S.O.A.P. principles for collection management in a library with Grice’s Maxims for conversation (6.4.1,
7.1.2)

15. Observe and describe the difference in language use of school children, teenagers, and adults. (6.4.4)

16. Describe the relationship between discrete grammars and HMMs. (6.2.2, 6.5.1, -A.5.5)

S o w
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Teaching Notes

Objectives and Skills:  This chapter provides a conceptual foundation for understanding different aspects of natural
language.

Instructor Strategies:  The presentation could focus on either formal languages or natural language, Within natural
language teaching could focus on either the structure of function of language.
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Chapter 7.

Information Institutions and
Infrastructures

Large institutions often have complex information needs. Moreover, some institutions are devoted to
supporting social information needs. Increasingly, such large institutions are closely integrated with
information systems. Information systems facilitate the management (e.g., selection, organization,
access, and preservation) of collections of information. These institutions include libraries and archives
which serve as information resources to the community, ensuring trustworthiness and accessibility. In
addition, we consider system development procedures and metrics.

Architecture implies coordination of physical resources and services. We can characterize the types
of services provided by information systems. A set of coordinated information services compose an
information system. We have already examined databases (3.9.0) and here we consider other sets of
information services such as libraries and archives. The details of how the services work together
compose the system’s architecture. Services are the building blocks that compose the information
system. They support the basic functions that are required to run the system. The services themselves
may be defined by user needs (desired functionality, for example) or by the system needs (operating
programs), and may range from content management to end-user services.

7.1. Information Institutions

7.1.1. Types of Information Institutions

Here, we consider some categories of information institutions in detail: libraries, archives, museums, as
well as the related scenario of information management in business and other dynamic organizational
settings. They can be examined as sets of services and they can be implemented with service-oriented
architectures. Organizational and institutional connections. Common functionality of information
systems. Many of the traditional distinctions are becoming blurred. s Many digital collections are
established with the policies common for traditional institutions. Different traditions based on the
purpose of the institution. Many pieces have to work together. Content, tasks, people, tools. In
the next three sections we consider libraries, enterprise architectures, and archives. They are so well
established that they are associated with established models for knowledge institutions. But, they can
also be broken down into sets of services. they are still socio-technical systems and, hence, they help to
define an ecology of content, use practices, and technologies. Nature of institutions (5.8.1). Institutions
need to follow procedures and policies. Institutions have a need for continuity and stability. Types
of institutions: Memory, Educational, Cultural, Research, and Knowledge. Moreover, we routinely
distinguish among sub-categories of each of these, though these distinctions can be fuzzy. In addition,
there are many ad hoc institutions such as for the management of data sets.

Management of Information Institutions. Management (s.11.0). Library and archive management. Be-
cause of disruptive technologies, many information institutions are in flux. But there are also many
new opportunities.

7.1.2. Information Services and Institutional Practice

Institutions generally implement specific formalized services. These are traditional sets of services, but
increasingly other sets of services are being defined. Increasingly, there are media intensive applications
such as films from Major League Baseball. Science data sets and data libraries (9.6.3). PIM (4.11.0).
Digital Asset Management systems which are generally extensions of database management systems.
Assets of an organization may be kept in a digital asset management system. Supporting branding.
Media libraries. Personal information management (4.11.0). Information commons. Personal archives.
Possibly developed with use cases (3.10.2). Project management (8.11.3) for the infrastructure. Services
could be implemented on a SOA. Creativity and collaboration. Web publishing platforms. Moreover,
institutions need to include evaluation of their services.
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Selection Deciding what content to include.
Organization  The content should be described clearly.
and structured to make materials easy to find.
Access It should be available for users and facilitate collaboration.
Persistence It should be available into the future.

7.1.3. The Nature of Collections

Collections allow rapid access to sets of related materials. For instance, they allow botanical research
to identify new species of plants by comparing specimens to examples of other species. Coverage of a
given topic.

Figure 7.1: Curiosity box. (check permissions)

Many motives for collecting. Difficulty of defining digital collections. Personal collections (4.11.1).
Developing a collection for education and for reference. Formal collections require thought and effort
and large collections need to be supported by an institutional framework.

Libraries are traditionally based around collections of published materials but with the advent of the
web the boundaries of collections are much more porous. Collections are still important, they are less
distinct when a lot of material can be presented remotely and at relatively low cost. One possibility
is to redefine the concept of collection to consider it broadly as the information context rather than as
a specific set of information resources [?]. Still, there are notable exceptions such as collections which
are distinctive or exhaustive. Collecting for evidence of transactions.

Figure 7.2: Collections are created for many purposes. Left: A herbarium data sheet from a botanical reference
collection. Right: The Barnes Collection is a famous art collection in Philadelphia. Its presentation is based on the
unique theories of Mr. Barnes for combining color and shape. (check permissions)

7.2. Libraries and Library Services
7.2.1. Libraries

Formally, a library is an institution that manages one or more collections of information resources.
Many types of libraries (??). Special collections.

There are several ways to view libraries: a community resource, a set of services, and as a collection of
collections. Clearly, libraries are rich and complex knowledge institution (8.13.2), Traditionally, libraries
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have provided access to formally published materials. This can be an educational mission. Technology
is greatly changing the distribution of books.

The very nature of collections is changing [?] since it is now possible to obtain digital copies of books.
eCopies. Relationship of libraries and publishers. Libraries and publishers traditionally have had a
symbiotic relationship.

One view is if libraries are community information centers and that the role of librarians is to facilitate
management and sharing of information about a community. Librarians as experts in supporting the
knowledge creation process. Libraries relationship to publishers (8.13.4).

Figure 7.3: Types of libraries: A) Public library, B) Hathi Trust, C) Rare books. D) Story hour. (check permissions)

Some other common types of libraries include law libraries, business libraries, map libraries, and music
libraries. These are often known as special libraries. Academic libraries serve universities.

Libraries collect and manage content, Primarily, libraries manage collections of information resources.
This is accomplished by a set of services. We will examine library services in more detail later in the
context of digital repositories. The table gives a simple set services for content management. Physical
libraries are changing; increasingly, physical space is used for research interaction and also for reflection.
Libraries can be seen as places which provide reliable information for a group of constitutions regardless
of how that information is organized. Access genres (3.2.2) and catalogs (2.4.3). Libraries as places
where people facilitate specific type of interaction with information. Academic libraries in universities
(8.13.2) and (9.1.1).

Beyond collection development by libraries have an active role in providing services which support the
curriculum and educate the public. Libraries for scholarship (9.0.0) and learning.

Integrated library system (ILS). Platform.

Library Business Models
Several business models for libraries. Public libraries. Cost-center or profit center. Subscription library
especially for eBooks. Digital lending rights. Interdependence of libraries and publishers. Value of
library services and budgeting®”,1®?l. Information economics (s.13.3). Increasingly, collections are being
maintained by publishers. Though, in some cases, universities are trying to maintain a collection of
their own intellectual products.

Library Customer Service and Service Populations
Libraries and customer service. It should also be built and maintained for a specific service population,
whether that be young adult readers (as in a middle-school library), senior citizens (as in a retirement
community library), or a cross-section of the population as in a general community library.

Information needs and approaches for youth. Youth services.

Libraries are developed for many purposes and there are many models, digital libraries being just
one. Libraries may be grouped into categories such as community libraries, research libraries, special
libraries, and university libraries. These categories are based on a library’s user groups, on the type of
collection it houses or on the specific types of services it provides.

The main function of libraries is to serve patron information needs. Thus, we should measure the
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library’s effectiveness at doing that[*4. But, we also know libraries as cultural organizations (5.9.3).
and, indeed, many physical libraries also serve as community education centers(%5]. Most traditional
libraries facilitate collaboration. Focusing on collecting information versus what’s popular.

7.2.2. Library Services and Collection Management

We considered reference service earlier (3.3.0)and here we consider collection services. Libraries are
sometimes described as a collection of collections. One of the changes for digital libraries is that the
nature of collections is becoming less distinct as digital copies of texts are available. We have already
discussed bibliographic metadata (2.4.0).

Workflows for collection managment.

For many tasks it is difficult to tell what type of information will be needed. Therefore, library
collections emphasize a wide range of perspectives on a topic. Information resources and scholarship
are continually evolving. The collection needs to evolve as new content becomes available and the
needs of users change (Fig. 7.4). They facilitate information and data sharing by providing one or
more collections (7.1.3) of information resources and associated services. Collection management can
include establishing collection policies which define what types of materials should be acquired for the
collection and what materials should be removed. The basic collection management services can be
summarized with the acronym S.O.A.P. which stands for Selection, Organization, Access, Persistence.
Focusing on the services which form he basis of a library can be helpful when developing services for a
digital repository (7.8.1).

Evolving Information Resources

Acquisitions
Collection

Discards

Evolving Information Needs

Figure 7.4: A collection is a set of selected information resources. Both the of information resources which the
collection represents and the information needs of users evolve through time (left-to-right); thus, the collection also
has to evolve throughtime. The collection policies define what types of materials should be acquired for the collection
and what materials should be discarded. (redraw)
A library collection could provide a broad perspective on a given topic. Building a good collection 4]
may include a variety of perspectives on a given issue. Special collections, which are used is special
libraries (7.2.1)need to design their policies to match the requirements of the institution is which they
are based.

Collection development. Determining what’s missing in a collection and attempt to complete it. Col-
lection development focuses on building and enhancing a collection. A collection development policy
can be created by analyzing the stakeholders and the needs of likely users. Log files can be useful in
filling gaps in a digital collection by showing what a person is looking for. Basically, this can be thought
of as another way to predict what is likely to be helpful to users of the library. For digital collections
this means determining the supplement to the information environment available to patrons.

Libraries must select what information to store in their collections. Many books, journals, reports,
and other publications are produced each year, and librarians must determine which acquisitions will
best serve the information needs of the library’s users. An adequate collection provides the possible
coverage across a given topic, gives people the broadest possible perspective on information. The
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library’s collection level and commitment goal are part of its stated policy. A “research level” goal
of the collection is described in Fig. 7.5. This means that the collection is intended to have resources
available for serious research. Other policies might highlight other collection goals, such as increasing
circulation statistics, securing privacy, limiting information access by children (s.1.0), or promoting
“community standards”. Although a given collection may change slowly, all collections become stale.
Periodically, it is desirable to eliminate, or “cull,” items that are no longer useful. Here again, a
collection policy might state the basis for this culling such as that the materials are outdated or that
they simply are being used. This is a re-appraisal or re-selection.

The Berkeley Digital Library SunSITE collects... at the research level in the areas of digital library
development and information technology. In other subject areas, the resources and projects we select are
reviewed by the appropriate selector for that discipline and gauged against our existing collecting levels
for print publications in that area.

Figure 7.5: A brief collection policy. (5], (check permission)

We can ask how well an actual collection matches to ideal standards for a collection. Measuring the
quality of a collection. Such as whether it covers the topics specified in the collection policy. Scope of
the collections[®. We have discussed repository metadata (7.8.4). Increasingly, we think of objects as
multiple levels. An entire collection can have metadata; this would include the collection name and its
scope. Indeed, the metadata should reflect the collection policy. Conspectus.

Digital libraries can be service-oriented architectures with repositories. Virtual repositories. Library
workflow. Complex digital object (7.8.4). Hathi Trust (10.1.6). Providing services such as a pipeline
model for decomposing a complex problem into manageable pieces (3.7.1).

7.3. Organizational Information Systems and Knowledge Man age-
ment

Organizations have several types of information needs. Earlier, we considered organizational structures.
Here, we consider the use of information.

7.3.1. Knowledge Management and Organizational Informati  on Systems
How to fit information systems to match the complexity of organizations. We have, for instance,
considered DSS (3.4.2). Special libraries. EDMS.

Knowledge managing knowledge assets and databases. Knowledge management for models of formal
inferences via the Semantic Web. Knowledge management and internal corporate communication [?].
Knowledge management in medical settings (9.9.3). This involves systems, users, and content. Avoids
redundancy in an organization.

Unlike libraries enterprise content is an ongoing part of business activities. Mining organizational
data. Active information which is more directly task oriented. Management information systems (7.3.2).
Records management. Business classification systems.

Describing how documents in a work process are related to each other. Documents show work processes.
Modeling Roles and Activities. Indexing and retrieval of these documents.

Creating knowledge. Sharing knowledge across silos. Organizing knowledge. Disseminating knowledge.
Tacit and explicit knowledge.

The context of archival resources help us interpret them. There are many difficulties such as where in
the organization the knowledge is found. Unlike libraries which collect available resources, information
in an organization needs to be more systematically assembled and managed. These active informa-
tion repositories can be a dynamic record of a community’s activities and thoughts. They may also
have special services such as information brokering and organizational memories. The effective use of
information and knowledge can help an organization increase its efficiency and accomplish its goals.
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Knowledge in organizations is kept in many forms not just to documents. Information processes can
improve the efficiency of business and organizations (8.8.1°? but also introduces difficulties.

Organizational Knowledge Management

Like individuals, organizations need information to make decisions. We considered organizations them-
selves earlier (5.7.0); here we focus on information within organizations. Knowledge management tries
to make sure the right information is available when making a decision. There are many types of
information in organizations. Knowledge management focuses on effectively collecting and organizing
the information that is used in organizations. Information in an organization can be very fluid, and or-
ganizations use different types of information systems than those utilized by libraries. Thus, knowledge
management often includes capturing and distilling organizational knowledge. An organization may
not maintain clearly defined collections as do libraries, but simply sets of documents that are frequently
updated. Useful in the design of information systems (7.9.1). Collaboration. Teams.

7.3.2. Organizational Information Needs and Use

We have described organizations earlier (5.7.0); here we explore them in more detail. Internal and
external information needs. Organizations possess large stores of both formal and informal information.
However, this knowledge must be codified for capture in a knowledge management system. Typically,
this capturing process must occur both at the front and back end of an organization’s system. New
knowledge must be incorporated into the overall system at the same time that old information is
reformatted for consistency. There are many areas of application for information in an organization
and, indeed, there may have to be several different information systems.

[86]

Efforts to make sense of what is really happening in an organization’s environment Like more

general sensemaking (3.1.1).

Managers have particular needs for information and information management. Indeed, Management
information systems (MIS) are designed to provide managers information environments. Decision sup-
port systems (3.4.2). Enterprise Resource Planning system and a lot of data available. These generally
keep active business document and records which are then transferred to records management systems
(7.4.1) as those documents and records become less actively used for the purpose for which they were
created.

Organizations often have individual or departmental information systems based on specified roles. But,
the larger question is whether or not the roles or departments themselves are designed to handle the flow
of information as it actually happens, and not as it is supposed to happen. It is an enormous challenge
to design, or redesign, an organization to handle the flow of information effectively for routine activities
(8.11.2).
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Task specification in an organization may be described as workflow (5.7.2). The structure of a group and
its tools has an effect on the way that information is used and transmitted. Roles such as “manager”
are assigned certain tasks within the hierarchy of an organization and they are often given procedures
for completing those tasks. These structures and procedures either facilitate or inhibit information
flow. Genres of organizational communication. Regularity of organizational processes. Organizational
grammars. Organizational communication genres.

In many organizations, there are groups whose main purpose is managing information relevant to the
organization. The Chief Information Officer (CIO) is typically responsible for this at the organizational
level, and will manage several other departmental information officers.

An individual functions in an organization and has his/her own perspective on it. Individuals may
mental models of how thing work in the organization. These may include not only formal specification
but also of the human interactions. People try to determine what is really going on in the organiza-
tion. Related to structuration. Ultimately, the information system needs to meet the organization’s
information needs.

7.3.3. Supporting Organizational Culture, Planning, and C  hange

Organizations need management. While it may seem obvious that information processing plays an
important part in the success of any organization, effective information management is necessary.
Moreover, there are often communication channels that supplement these the formal channels. Formal
and informal models of information flow in organizations. Organizations often do not follow their own
formal policies.

The organizational culture and the manner in which information is handled are often counterproductive
to efficient information systems. Also, because organizations necessarily have a mix of goals, information
often gets distorted when being transferred from one location within an organization to another!3].

7l

Figure 7.7: Many organization do not survive change. Here are some logos of organizations which no longer exist.

There are many types of organizations and many strategies for meeting organizational goals. Organi-
zations have a distinctive style, ranging from regimented, button-down conservative organizations to
the more open dot-com era organizations of the past twenty years. One of the most indicative elements
of organizational culture is often how information is shared among different levels and departments.

This sharing can be the result of many factors. The expectations of the upper-level managers and
officials regarding an organization’s culture, financial goals, productivity, and public image is one means
by which organizational culture is created. Another is the type of people who populate an organization,
which is the result of the industry in which the organization is located, its geographical location, and
the hiring practices (7.3.6). Problem of resistance to information sharing.

Organizational culture has many ramifications. It can both cause and reduce inter-organizational power
struggles, it can stimulate and stifle the sharing of ideas, and it often determines what people actually
know about the organization of which they are a part. The extent to which the management shows a
willingness to hear contrary opinions. The willingness to learn from bad news allows the organization
to respond to that bad news[®l. Information systems need to be compatible with the organizational
culture. Open discussion forums may be appropriate for entrepreneurial and research organizations
while more secure communications are appropriate for financial organizations. Change is inevitable
and it has been particularly common in this era of disruptive technologies.

Strategic planning seeks to utilize all of the internal strategic knowledge within a company to come
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up with a plan for company competitive advantage. An organization may explore how to collect
information. A SWOT (Strength, Weakness, Opportunity, Threat) analysis maps possible activities on
the four dimensions of a graph. Like affinity diagrams, SWOT diagrams can be a GDSS tool (3.4.3).
The horizontal axis runs from weaknesses to strengths, and the vertical axis runs from threats to
opportunities (Fig. 7.8).

Opportunities

x - Distribute DVDs

Weaknesses Strengths

Direct download - x

Threats
Figure 7.8: Example of a SWOT analysis for the video-store example.

7.3.4. Tacit Organizational Knowledge, Organizational Me  mories, and Lessons
Learned

Tacit Organizational Knowledge
Tacit knowledge is difficult to capture. It includes know-how and the knowledge employees have about
“the way things actually work”. It is the context-laden, implicit knowledge that people have about
their work and its procedures, which people follow often without being able to articulate their reasoning
for it. If the tacit information possessed within organizations could be captured systematically, it could
be put to many practical uses, such as training new employees, as well as simply being a vast source
of useful information. Capturing this information creates an “organizational memory,” which could be
invaluable if the staff changes, for example. Tacit knowledge can sometimes be captured with improved
procedures. Knowledge creation from tacit knowledge 8.
In other cases, it is inherently ill-defined. Artifacts such as jotted notes and emails can be physical
examples of this tacit knowledge, however they are generally not satisfactory for creating organizational
memories because they lack sufficient context [?®/. A variety of techniques have been proposed for
capturing tacit knowledge organization members and other “experts”; the techniques are generally
known as “elicitation” or “extraction”. Another strategy explores informal workplace interaction.
Dialog and task description (6.4.0). Formalize tacit knowledge. For instance, an internal Wiki allows
sharing and discussion of ideas.

Bureaucratic Organizations versus Learning Organizations
Organizations must find a balance between being rigidity and flexibility. Some organizations tend to
become bureaucracies — they adopt routinized practices!®. Having a strict routine can be very efficient
when the environment is highly predictable. However, it is very difficult for such organizations to adapt
to new conditions. Disruptive changes*?). When the environment in which an organization operates
changes, and all environments eventually do change, the organization needs to adapt. Knowledge
capture and reflection: after-action review, mentoring, communities of practice.

Structured organizations often develop an orthodoxy which makes them slow to change. Making tradi-
tional organizations more adaptive. Encouraging organizational innovation. Learning in organizations
has been characterized as involving a double loop (Fig. 7.9), that is there can be adaptation within
a given structure or the structure itself can change. Some organizations are so flexible that they can
make these loop changes seamlessly, but those organizations also often have high overhead.

Records and data warehouse (7.4.4). Sales. CRM (8.12.5).

Focusing on quality rather than immediate costs may result in a long-term reduction of costs. Mature
businesses may focus on Six Sigmal?! efficiency and TQM®*7). Quality improvement can drive customer
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organizational
structure and ongoing organizaional

policy interaction

I »| action

; feedback

Figure 7.9: In most cases, an organization adapts to its environment but sometimes the organization itself needs to
be changed. This is an example of double-loop learning[23].

focus and process improvement.

Organizational Memories and Lessons Learned
A learning organization collect information about itself which can be used in reflection ["6). There
is often resistance to knowledge sharing in an organization. Adaptive organizations have a feedback
mechanism in which the experiences and knowledge of organization members is displayed throughout the
organization as a whole. These are learning organizations?®!, which work by changing the representation
and processing of information from an individual perspective to a community perspective. A learning
organization typically learns to process information more efficiently.

Mechanisms for learning facilitating learning by organizations. Representations of organizational knowl-
edge. Attempts to create learning organizations have sometimes focused on lessons-learned, which are
attempts to summarize what was learned by different projects. It is necessary to describe these lessons
by metadata, however, and there is a problem of context in the search field. What exactly were the
“lessons-learned,” for a given project, and how are they best described. Furthermore, because tacit
knowledge of the lessons-learned variety is typically internalized by individuals, it is a social artifact and
may reflect the social perspectives and demands of the individual who observed or created them and
do not apply easily to other individuals. Lessons learned can be considered a type of failure analysis.
Probably the most effective way to capture these lessons is in policies of organizational procedures.
Science (9.2.0). Math (9.7.0).

7.3.5. Information about the World Outside the Organizatio n: Environmental Scan-
ning, Business Intelligence, and Competitive Intelligenc e (CI)

Organizations are affected by the environment beyond their boundaries. Therefore, it is essential to
understand the environmental trends that may affect an organization or an industry. This knowledge
can to determine business model and strategy. Environmental trends do not simply mean the natural
environment — an organization’s environment consists of all the variables that affect its existence in
the world, including regulatory and political considerations, market forces, technological innovations,
worker relations, competitors, and innumerable other factors. Developing a sound strategy necessarily
involves taking stock of these trends as well as the position that competitors are taking in response to
them. The more complete a picture an organization has of its environment, particularly the place its
competitors occupy in that environment, the less uncertainty it will face and the better strategies it can
devise. One method of reducing uncertainty is to increase environmental scanning. This might include
observing how other businesses are dealing with the uncertain environment. Normally an environmental
scan would use public resources but these analysis techniques such as data mining can also be applied.
Asking the right question is a challenge. Intelligence analysis. (sec:intelligenceanalysis). Potentially,
this can be captured and stored in model such as those employed by DSSs and MIS environments.

Business intelligence report identifying trend in computing and evaluating their potential for disruption.

An important aspect of any business is a thorough understanding of competitors’ strategies and capa-
bilities; this is known as “competitive intelligence” (CI). Two companies in the same field may have
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Figure 7.10: Competitive intelligence. (check permissions) (redraw)
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Figure 7.11: Competitive intelligence requires intelligence at several levels including broad trends, developments
within industries, and specific companies. (check permission)

very different strategies and different business information needs. Collecting information on each other
may show that one has a better strategy, which could force the other to mimic it or be outperformed.
Understanding the context in which organizations operate is essential to understanding gathered in-
formation. Information is valuable only if it is known how to use it. Competitive intelligence ranges
in scope from researching a competitor’s publicly available company profile to developing a computer
model of the competitor using insider tips. More than simply seeking any information about a competi-
tor, CI seeks to answer the question “what types of information would be most useful,” and attempts
to acquire it. understanding the competitive advantage can help formulate a business strategy.

Forming a mental model of the competition. An analysis of competitors could include the way they
are reacting to the environment. A further level analysis would examine the competitors’ competitive
strategy. That could employ game theory (3.4.1). Developing models, such as financial models (8.11.4) of
how competitors are responding to competitive threats.

Ethical principles should always be applied in information collection. There are permitted resources as
well as illegal ones. CI is not business espionage — it is simply a means of collecting, analyzing, and
using publicly available information to form organizational strategy. Others do not always play by the
rules, and information security is needed to prevent business espionage (7.10.3).
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Due diligence about a company. Voluntarily released information for instance before entering into a
contract. Checking personal information but also confidential.

7.3.6. Organizational Information Management Systems
An Organization’s Strategic Knowledge

The most important information in organizations can be called “strategic knowledge”. What does the
organization know and what does it need to know in order to facilitate decision making. Having a top-
to-bottom understanding of a company, with solid information, can help in reaching effective decisions.
What is an organization all about? Understanding an organization’s niche is central to sound decision
making. Does it make sense for an organization to both make medical instruments and run a fast food
restaurants? An organization’s core competencies (8.11.2) are its foundation.

Information management can provide a competitive advantage for an organization. Information about
a company could be contained in formal documents, but could also be the situated knowledge of several
key employees. Dispersing that knowledge throughout the company creates the conditions for informed
strategic planning. It is important to identify the bottlenecks that prevent the flow of information need
to identified and removed.

Business processes (8.11.2).

Strategic management seeks to combine and organize all of the necessary requirements for maneuvering
a company to a better fiscal position. This involves much in the way of decision making, which in turn,
requires excellent information. Specific systems for processing information in an organization can be
instituted to facilitate strategic management processes, such as decision support systems (3.4.2). These
seek to utilize all of the internal strategic knowledge that is available within a company and make it
centrally available for use. Indeed, this can lead to an electronic records effort.

Enterprise Architectures
Describe enterprise-wide data and information management. This might be implemented with a service-
oriented-architecture as a service-oriented enterprise (SOE). Business reference models. Common in-
formation model. Office information systems. Roles for managing access and permissions. Emphasis
on business processes but remember the perspective of practical action (3.5.1). Paper is still common in
offices and photocopying is often critical to information management in offices.

Organizational Information Structure: Silos and Stovepipes Organizations need to balance the control of
information with the advantages of the free exchange of information. Sharing Information Resources
within a Knowledge Community. Many organizations keep information for different departments or
divisions in separate locations. These different locations can easily become over compartmentalized
and turn into “silos” or “stovepipes” Sometimes there are good reasons for carefully managing data,
such as security and organizational culture. On the other hand, excessive protection can lead to poor
communication and lack of information where it is needed. However, there has to be a balance between
the need for security and knowledge. Data management issues (9.6.3). Organizations may stake out turf
by trying to control how language is used. Beyond boundary spanning.

It is well established that United States’ intelligence gathering capabilities are severely hampered by the
lack of information sharing between agencies and further weakened by the absence of an adequate system
to analyze the intelligence they collect.

Figure 7.12: Testimony about the problem of “silos” in the US government at the time of the 9/11 attacks39.

While one of the primary functions for organizations is the effective coordination of information, aspects
of organization that sometimes lead to the distortion of information. There are many impediments to
information flow within an organization. There are institutional procedures that promote information
security that prevent communication between various departments; there are individuals who hoard
information out of contempt for others, or because they do not understand either the need or the
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technology of the information system. Sometimes individuals or departments have conflicting goals
and seek their own achievement at the expense of another individual or department, or fear the reverse.
Indeed, organizational players can take advantage of these tendencies!®?l,
Document Management Systems

Document management systems are information systems that are designed to be closely related to the
tasks of knowledge workers. These area also closely linked to Electronic Records Systems. Electronic
document and records management systems (EDRMS). Combined with records management (7.4.1).
Document management focuses on providing knowledge workers access to a variety of materials that
are related to current work. Document management systems are like digital repositories, though they
are often more interactive than ordinary repositories. They may include versioning capabilities, allowing
documents to be time and date stamped to determine whether they are the final iteration of the ideas
they represent. Document management to support the entire document lifecycle (1.4.1). For instance,
after the active use of a document is completed, it may be “locked down” in the repository so it can
be viewed but not revised or deleted. Office information systems. Tools and environments for sharing
information resources. Chat services within an organization. Records (7.4.1).
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Enterprise Content Management
Keeping the information systems consistent in a very large, distributed, or dynamic organization can
be difficult. Enterprise content management systems are total systems designed to manage all the
information associated with any given enterprise. They control and track the information flow in
organizations and make knowledge available where it is needed.

In addition to organizing and storing the information contained in an organization, enterprise content
management systems are also designed to control the flow of information and put in the hands of those
who need it. Taxonomies for organizing enterprise information. This many be use because almost every
business has a different set of attributes.

Figure 7.14: Organizational thesaurus.

Accurate descriptions of the resources make the content model useful. Capturing, coordinating, and
updating organizational ontologies. Finding organizational information with enterprise search (10.11.1).
Many indexing systems have been developed for business and legal applications. Semantic Web and
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ontologies for organizing information. Document management systems. Specifying an organization’s
information architecture. Enterprise classification, metadata, and taxonomies. From content manage-
ment to eCommerce. Also need to manage access permissions. Thesauri are common for describing
enterprise content. (2.2.2). Models based on organizational contexts. Enterprise applications. Compos-
able applications.

In many cases, enterprise information may not be well enough defined that it can be easily managed
(7.3.4). The management of information should aim to make information available when and here
it is needed in an organization. That is, the information value chain !, which we introduced back
in the first chapter, needs to be managed. By streamlining organizational processes and facilitating
communication, knowledge management systems can also produce better decisions, and thereby reduce
risk. Risk is inherent in business, and acts as a constant. Institutions are often risk averse. Knowledge
management systems that allow the sharing of information across a wide spectrum of organizational
operating arenas produce an information environment in which better decisions can be made. By
knowing the downstream consequences of actions, risk can be managed.

In some cases, especially for some businesses, information resources have value. Publishing and manage-
ment of information as an asset (8.13.1). Information is an asset of an organization. Because information
has value, it is worthwhile spending capital on it. Enterprise level risk analysis and assessment.

Procedures for information security in organizations. Part of organizational roles and norms. DSS
(3.4.2). Intranets (Fig. 7.15).
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Figure 7.15: Internal information about an organization (right). These days, the information would be kept on the
organization’s intranet (right). (check permission) (redraw)

Policies are needed for managing corporate information such as employee email.

Impact of Information Systems in Organizations
In every model, however, information, about the company in question and its competitors, plays a
central role. The idea that knowledge management systems offer a competitive advantage over other
companies is itself not without debate, however. It has been argued that while a lack of any sort of
information technology system is a disadvantage to a given company, knowledge management systems
do not offer a specific advantage in today’s world because the technology for them is almost ubiquitous
among all companies!®”l. Business process re-engineering (s.11.2)when business conditions change.

Information map. Knowing where to find information in an organization. Overview of an entire
organization’s information products.

Changing organizational culture is not an easy task. Often, the procedures and outlooks of an organiza-
tion are firmly entrenched in the mindset of all members. However, because organizational culture is at
least partially a result of business practices and operations, often the first step toward cultural changes
is to change the way an organization is run. This is sometimes described as un-freeze, move, and re-
freeze an organization’s practices. Learning organizations (7.3.4). Metrics for knowledge management.
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Cost-benefit analysis (7.10.3). Impact of computerization on organizations!7!.
Organizational transitions. Mergers, acquisitions, change of management. Difficulty of changing orga-
nizational culture.

7.4. Records and Records Management

A record describes a transaction. There may be records for government, businesses, and even individ-
uals. Because it describes a transaction, a record can be very useful as evidence. Thus, it is important
to ask how should we manage the record so that it remains as persuasive evidence.

In some areas, records overlap significantly with archives which are considered below (7.5.1). In addition,
Records also overlap with the management of data sets (9.6.0). Good records management is an essential
aspect of accountability and transparency.

While there is a lot of variability in the way the terms are used, we may say that records management
is concerned with the information while an archive is concerned with keeping the physical or perhaps
digital manifestation of the transaction. In addition, business records management is closely related
to knowledge management (2.2.2). Knowledge management often focuses on supporting the information
needs of an organization while records management emphasizes the storage and re-use of records.
Obviously, these are often highly interrelated.

There are generally many legal requirements for formal records. For instance, they should managed
in a way that they can provide legal evidence (8.5.4). Reliable records in laboratory notebooks are
needed for patent claims (9.6.3). Guaranteeing authenticity. Fixity is the requirement that a document
retrieved from an information system is identical to the original. Properties of record-keeping systems.
Information security (7.10.3). Distinguish between keeping the document and keeping the record. Data
governance.

7.4.1. Types of Records

Records are evidence of events or transactions by organizations and governments. The functional
goal is accountability. Typically, they describe administrative activities. In a business, records can
include invoices, shipping tickets, payroll accounts, and database transactions. Many formal records
management systems focus on business records and often don’t consider other types of records.

Records found in other areas such as medicine and government often have specific policies and systems.
In medicine, patient records are essential for effective treatment (9.9.3). Documents such as marriage
licenses, birth certificates, immigration records, property deeds, and government records such as budgets
and laws, as well as transactions such as real-estate sales, need to be open for public inspection. Family
records. Records of natural phenomena such as weather. Scientific data sets can also be considered a
type of record. The concept of cultural records is closely related to the topics addressed in archives.

Records may be seen permeate modern society. This are somewhat closer to archival records. Web
archives as electronic records. Such records may include: QUOTE emails, faxes, spreadsheets, databases,
maps and plans, samples and objects, information in business systems, letters, text messages, minutes,
policy and briefing papers, photographs, research data, social media sites.

locate emails, documents or information when needed, reuse valuable work that you or someone has
done in the past, determine the most recent version of a document, produce evidence as to why a par-
ticular decision was made, protect yourself, your clients, citizens and the Government, support cultural,
social and historical values, helping future generations understand history, society, culture and people.
ENDQUOTE

Genealogy. Family.
Special requirements for some types of records.

Authenticity, reliability, integrity, usability.
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Figure 7.16: Birth certificate. (check permission)

7.4.2. Records as Evidence of Transactions Relevantto Orga  nizational Current Needs
Presumably, records will provide accurate information. Indeed even more strongly, records many need
to provide legal evidence. There are often definite legal requirements to keep records. Records and
lifecycle management. Fixed form, stable content, stable media, archival bond. Social function of
records to provide continuity across time. Evidence versus legal evidence (8.5.4).

The management of these records is essential for the effective functioning of society. Archived records of
property deeds are essential to property rights (8.7.1). Government accountability is greatly facilitated
by public access to government records. Government open data. As discussed with regard to knowl-
edge management, the ability of individuals to view the records and rationales for government actions
is an important element of creating an informed citizenry. Archives are also important as evidence
and for legal records. Indeed, the roles of Archives and Electronic Records management are closely
related. Archives tend to emphasize the memory function of the collection but that is not a boundary.
Furthermore, Archives tend to maintain documents which electronic records systems keep database like
records. Records are a foundation for bureaucracy-oriented organizations and institutions.

Formal records are saved intentionally and they should be distinguished from other types of organized
information. Records in organizations may be required to demonstrate compliance with regulations
such as accounting records and standards and they often have a legal mandate.

To be useful they must have certain properties. Digital provenance. Accurate records are integral to
any organization, large or small. A record is authentic to the extent that it accurately reflects the past.

7.4.3. Records Management

Records systems are more than databases management systems, because they include organizational
policies. The policies and technique needed to ensure the integrity of records — that is, in their role
for providing evidence. Security concerns. Ensure that the features of records shown in Fig. 7.17 are
implemented. Not only are records need to be managed but non-records — those information resources
which are not to be saved also need to be properly managed. This highlights the problems of using
simple backup tapes as storage — they keep a lot of material beyond the intended records. A records
management protocol has to manage: Legal holds in records require that they cannot be deleted because
of a court injunction. Records generally intentionally destroyed when the legal requirement expires.
Data preservation issues.

We need to have confidence that the records have not been altered or corrupted. Indeed, the legal
admissibility of electronic records as evidence in a court depends on such confidence. Reliability can be
enhanced with transparent and routine processes for record development and handling. best practice
guidelines could formalize the procedure. Records could always be: created (a set of procedures for
what constitutes a recordable action/event), created at the same point in the process, stored in the
same place, maintained in the same way, and accessed by the same people for specific purposes. The
need for trust in the records is similar to archives which we consider in Section 7.5.1. Procedures include
regular audits (7.10.2), record security (7.10.3) and preservation policies. More broadly, the organization
also needs a supporting culture for information management [?], an information culture.

Records are essential for complex social and organizational structure. Records management policies for
businesses should follow the business processes and business rules (8.11.1). They must also follow legal
requirements. A proposed set of functionalities, which indeed, could be implemented as services, are
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shown in Fig. 7.17. The attributes of effective records include attributes of the organization, of the
system, and of the content. Ultimately, this can become a type of metadata. Functional requirements
(7.9.1). Functional descriptions may minimize the need for subjective archival descriptions. Scenarios
as an alternative to functional requirements.

Conscientious Organization
Compliant (1)
Accountable Recordkeeping System
Responsible: Assigned (2), Documented (3)
Implemented (4)
Consistent (5)
Functional Records
Comprehensive (6)
Identifiable (7)
Complete: Accurate (8), Understandable (9), Meaningful (10)
Authorized (11)
Preserved, Inviolate (12), Coherent (13), Auditable (14)
Removable (15)
Exportable (16)
Accessible: Available (17), Renderable (18), Evidential (19), Redactable (20)

Figure 7.17: Functional requirements for authenticity. Records should link back to the business processes which
generated them. Attributes of an effective business records management program[32].

Records are live documents which are part of the company’s activities.
Automatic capture of metadata upon creation. In practice these policies are summarized by ARMA

GARP. Record keeping and economic development. Records serve a social function. Court records.
Metadata for permission to access.

Edit and audit rules. Records audit and procedural audit. Transactional database. Record-keeping
metadata.

Electronic mail which is required for ongoing legal, fiscal, audit, administrative or operational purposes
must be converted to the most suitable storage medium for retention (e.g., bond paper, microform
or electronic format). These materials must be classified and scheduled according to ARCS or ORCS
(Operational Records Classification System). They are not classified as transitory records.

Figure 7.18: British Columbia government retention policy on treating email as electronic records4l.

It is, at times, necessary to make certain documents and records, particularly those involving govern-
ment agencies, sensitive or top-secret. However, decisions such as those made by government agencies
may later be disputed, and records of how those decisions were reached must be kept as part of the
public record and made available publicly when the necessity of their secrecy has passed. The “Freedom
of Information Act,” or FOIA in the U.S. allows individuals to make specific requests for information
from any U.S. federal agency, and these agencies must honor the requests as long as they do not violate
particular amendments of the law. However, there are generally some limits of Freedom of Information
Act releases such as national security.

Freedom of information and privacy protection (FIPP). Records and classification of content. There are
several special applications of archives. Medical records. HIPAA for managing the privacy of medical
records (9.9.3).

XBRL - extensible business reporting language 23!, This can provide consistency and greater trans-

parency across companies.
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7.4.4. Data Warehousing

Databases have been used in active business information system to long-term storage. The actual
collection of records would probably be done with a database. Although many organizations do not
employ full records management procedures, their databases are, nonetheless, a valuable asset of that
organization. Indeed, complex organizations may employ many different databases. For long-term ref-
erence, these data need to be linked together and stored into “data warehouses”, although, increasingly,
businesses run integrated content management systems where they apply several of the techniques we
have discussed such as organizational workflow (8.11.3). Enterprise Resource Planning system and a lot
of data available. Big data (9.6.0).

Preservation of data becomes entangled with broader questions about the business rules reflected in
those data and the metadata associated with the data. In short, the data needs to be treated as business
records. Need by an organization for business records for auditing. The issue becomes collecting the
right data across the enterprise. This often means reconciling the attribute definitions of the data, as
the data models that contribute are not always consistent.

Data mining may be applied to a data warehouse. Increasingly, there are unified company-wide systems.
However, one strategy involves organizing data in a cube — a so called “data cube” (e.g.,[%¥]) as a “star
diagram” (Fig. 7.19). The Dimensional Data Model is less efficient than the Relational Data Model
since it does not normalization of attributes but it allows greater portability. This is useful for obtaining
a broad view of the interaction of components of the business (8.12.0). and the large amounts of data can
be mined for potentially interesting patterns (9.6.5). Conceptual models for capturing organizational
structure(™. Data warehouses often use data mining. Increasingly, external information sources need
to be incorporated into the data warehouse.

Sales fact table Product dimension

Time dimension

time_key product_ke
_key
- product_key— description
.‘(\6 time_key store_key brand
< day_of week rs ;
dollars_sold category
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quarter dollars_cost
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©
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store_key
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Figure 7.19: To consolidate and save the complexity of an organization’s data files, an data cube (left) may be
developed. This may implement dimensional data model (right), which is a simplified version of the relational model.
(check permission) (redraw)

7.5. Archives

7.5.1. What is an Archive

People like to save things including information resources. Sometimes they save them as memories
and sometime they save them as evidence. In some cases, the information resources may be saved
systematically and specific procedures developed for them. Indeed, in some cases, that preservation
may involve and entire institution.

While libraries typically hold published resources, archives hold documentary heritage. Cultural mem-
ory. Typically, this includes unpublished materials such as working notes, letters, and manuscripts.
Compared to Records Management Systems, Archives hold information resources (even if they are dig-
ital) records systems focus on the information itself rather than the resource. Ultimately, we will need
to go back to the fundamental concept of what makes a document (2.3.1) to understand the issues of how
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they should be saved. Indeed, the fact that archived documents are often carefully examined out of the
original context of their creation means raises many deep questions about the nature of documents.

Archives covers a range of topics, from collecting and managing business records to preserving historical
materials to preserving ancillary materials such as fan blogs.

There is a close relationship between Archives and Records. Indeed, some argue that they are iden-
tical. Although it is subtle and sometime contentious issue, we will associate the simple recording of
transactions with electronic records and complex objects (whether physical or digital) with archives.

Whereas records often meet specific legal requirements, archives tend to emphasize cultural and societal
materials. It may also include less that official organizational records such as email. Digital records
do more than simply change the form of paper records. The cost on managing information is much
most than the basic storage cost. Memory practices in science (9.2.0). The designated community is the
community for which the archive is being developed.

11/ National Space Science
L7y Data Center

Figure 7.20: Types of archives: A) U.S. National Archives, B) NASA data library. C) Film archive.
Transfer to an independent organization. Archival barrier.

Authenticity and integrity.

Archives keep materials for which there is just one copy. Uniqueness. Often, these were created without
focusing on whether they would be saved. Providing authenticity and reliability. There are several types
of archives, cultural, organizational, government, business, and personal. Fach of these has distinct
challenges but they also have issues in common. There are several viewpoints about the way for archives
to record social and organizational activities. Here, we consider three of them:

1) Collection of documents from an organization.

2) Capturing organizational practice.

3) Documentation based on a specific initiative or activity.

Evidence and memory. Archives can provide valuable documentary evidence for history (5.13.0). More
than organizational archives. Cultural archives.

Ideally, archives would dovetail with knowledge management. Similarly, the goals of archives are similar
to electronic records. Together, archives and records provide evidence to provide accountability and
information. Archives are views as providing support for journalists and historians while records are
more often associated with business compliance. Archives and the content lifecycle (1.4.1). Archives and
workflow. Archival information model.

Difficulties in the literal meaning for preservation since the meaning will be different for different
viewers. This does not keep the context of the original records (Fig. 7.21).

Archives, like libraries and other information systems, need information management policies. In some
cases, the goal is legal evidence (like electronic records) and the value of cultural memory. Game
preservation (11.7.3). Archives of scientific data (9.6.0), technical, social, and medical data (9.9.3),

In many cases, archival material is effectively a record but we may make a distinction between the
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Home Organization Archive

Create — Use | — Keep

Dispose

Figure 7.21: In the “Lifecycle model” of archives, material is transferred to an archive from its home organization.
Among other issues, this creates a strong distinction between Electronic Records and Archives. A second model,
the Continuum Model, emphasizes the continuity of records and the frameworks of record-keeping systems.

physical objects and the record it contains. Archives are repositories that store and protect the physical
manifestations. Community memory can be a type of social capital.

Archives are often confused with libraries, but they serve a different function; archives emphasize
preservation. While a library usually collects published works, most of the holdings in an archive
are unpublished. Furthermore, the archive is typically focused on preservation while the library is
focused on providing access to information. These materials are kept for historical analysis. However,
maintaining archives for an entire government or organization is a difficult task. An archive should have
standards for record selection, maintenance, preservation, and conservation. Preservation for long-term
access.

Changing nature of organizations and continuum model (Fig. 7.21). Archives must be supported by an
organizational commitment. Hand-off from the originating organization to the preserving organization.

Documenting versus traditional archives.

The United States National Archives in Washington, D.C. is the main repository for U.S. Federal
Government records. The U.S. National Archives also houses important historical material, including
the originals of the Declaration of Independence, the Constitution, and treaties such as the approval
of the Louisiana Purchase. Treaties and agreements between the U.S. and other governments are also
kept in the archives.
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Figure 7.22: The original of the (left) Louisiana Purchase Treaty is kept in the U.S. National Archives. It helps to
demonstrate that the Louisiana Territory belongs to the United States. Forgery (right) can be especially easy with
digital documents.

Trust from several sources. From well managed repositories and from inspection.
Integrity and authenticity. Cannoicalization.
Documenting vs archival practice.

The Role of Archives
Film archives. Historical societies are also related to archives. Historically, one of the best ways to
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validate the authenticity of records was to verify the authenticity and age on the medium on which
they are inscribed. Convergent documents provide evidence vs. Smoking gun. What to make on digital
documents that have not be kept in a trusted environment.

Archives serve the need to keep information resources for the long-term. These are intended to be used
as support for investigations by historians (5.13.0). This is traditionally focused on access. Archives are
often associated with processing cultural and materials of historical significance while electronic records
(7.4.1) are more often based on legal requirements.

Thus, the provide organizational or social memories. “ Institutional archives versus personal and informal
archives. Many other types of preservation efforts: Meeting archive (5.6.4). Group and design archives.
Design rationale (3.8.7). Data warehouses (7.4.4). The goals and ambitions of archival institutions are
already changing. Popular memory archive. Archives versus memorials (4.6.2).

X

Figure 7.23: CEISMIC disaster archive.

7.5.2. Persistence, Preservation, and Conservation

Obviously, we want confidences that the material we save in an archive is not tampered with. An em-
phasis on persistence is the most distinctive aspect of archives. While we emphasize capturing practice,
many archives emphasize capturing and management of documents. Some information resources may
need to be kept for a very long time. Records and archives can give future historians the evidence on
which to base their analyses. Because there is often social re-interpretation of history, documents can
be valuable for “showing history as it really happened” [®? (5.13.0). Sustainability.

Government documents, such as treaties need to be protected (Fig7.22). Archives have more emphasis
on persistence than libraries, and attempt to follow the S.O.A.P. doctrine: selection, organization,
access, and persistence. While libraries periodically cull their collections of outdated and unused
materials, the content of an archive is often kept on a specific schedule. Preservation plan.

These materials may need to be kept indefinitely because they are of historical interest, or because they
have a very long life, such as treaties, contracts, or blueprints of buildings. There are certain terms
associated with archiving that are important to understanding the field. Preservation only focuses on
preserving the content of an information resource, and not the original resource medium. Preservation
of the Declaration of Independence would be to copy the words. When a fire damages a valuable or
famous painting, great effort is made to minimize the damage and restore it as nearly as possible to its
original condition. In contrast to preservation, this process of protecting and restoring content in its
original form is known as “conservation. Focusing on the carrier of the information or the content. In
many cases, the medium and the content are not as inseparable as a painting on a canvas; in those cases
we care more about the content than the medium. Keeping the original paper census records from 1920
(conservation) is not as important as keeping the data that was obtained in that census (preservation).

While procedures for archives are now well established for organizational records on paper, preserva-
tion of many other materials Preservation of multimedia or hypermedia content. Not only does each
component need to be preserved, but the coordination among them also needs to be preserved. In the
extreme, we may wonder how well would our culture be preserved if a new dark ages started in the
next few years'.
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Just as human memory can be distorted by changes across time, cultural memories can also be distorted
with time. Some of these issues can be reduced if we know that the material has not been directly
corrupted and if some of the context (e.g., the workflow which generated the artifact) are maintained.
Nonetheless, there remains a difficulty in interpreting archived materials.

Keeping track of the use (or re-use) of records and archival materials. Indeed, the reuse is often as
informative and interesting as the original document.

Archives may also store documents from meetings, or scientific information such as astronomical and
environmental datasets (9.6.3). These are typically collected via the agency for which the research was
done. Personal papers (10.1.6) are also often archived, though on a scale of lesser magnitude. Archives
need to provide at least limited access for use.

With archives, the emphasis is typically not on ease of access but on the integrity of the records.
When records are stored, we need to know whether or not they have been tampered with. Trust in
the authenticity of documents must be based on effective policies for the management of documents —
without confidence that the archived materials are authentic, the entire reason for archiving them in
the first place is lost. Increasingly, cultural records are stored in electronic form. Thus, the traditional
methods of preserving them by saving papers and books will no longer work. Moreover, the Web is
much more dynamic and contextual than printed archives. It may be necessary to save entire Web
sites and not just Web pages, because a page should retain the context of its links. Culture (5.8.2). Lost
books[®8 and lost movies.

Policy-driven repositories. Capture early in the workflow process.

| InterPARES rule. |

Figure 7.24: Example of policies for developing a trusted repository.

7.5.3. Developing an Archive: Appraisal, Selection, Inges  t, and Retention

Imagine that you have been asked to archive somebody’s computer files. One of the greatest puzzles
is what to save. Would you save everything, or just “important” documents? Only material that
was selected to be saved is available later. How would you know what was important? Although it
is tempting to try to save everything, it simply isn’t possible. Is there a bias toward collecting only
certain types of material — for instance, material representing only a given sector of society?

Ideally, archives select systematic and value-neutral selection of material. It is difficult to decide what
cultural objects should be saved 8. Often, those with power and money are preserved. Underserved
communities are often not well represented in archives.

Appraisal determines the archival value of documents. Collecting the evidence in the context of the
workflow. No interpretation of the documents.® Automated preservation assessment. Risk analysis.
Earlier we considered the document lifecycle (1.4.1). Where in document lifecycle is the document
brought into the archive? Continuum model ®? and duality of viewpoints about the archive. Docu-
mentation strategy. Documentation could also apply to scientific data sets. Attempting to determine
the temporal dynamics of the value of data is difficult. Macro-appraisal emphasizes determining the
context. This is often associated with finding organizational function of documents.

Protecting personal and private information.

Archives might be based in the organization where the documents originated. But it is often better
to turn over control to an independent organization. Moreover, archiving is a specialized skill and
organizations are not well suited to judge what should be archived due to changing policies and goals.
Indeed, they may be tempted to selectively pick records which cast them in a favorable light and to
destroy any unfavorable records. In other cases, the selection may be integrated into ongoing workflow.
Functional appraisal.
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Retention is built into organizational policies These policies may include what description of content
to keep and for how long it wants to keep it. These are known as permanence ratings (7.5.4). Dynamic
Web (10.10.1). In other cases, records need to be examined by an archivist as they are transferred into
the archive. An archivist will choose documents for archiving based on a set of retention guidelines
(Fig. 7.25).

The Preservation Department should seek to raise awareness of the importance of library preservation,
and of the need to identify priorities for preservation in [Glasgow University Library] GUL as a whole.
This will involve discussions with departments and subject specialists within GUL, so that specific
recommendations can be put forward regarding the selection of materials of significant bibliographical,
historical or aesthetic value which should be preserved for the benefit of research and scholarship in the
longer term. Consideration should be given to the rarity or uniqueness of the materials in our collections,
their national or international significance, and to our own local needs and special interests, bearing in
mind the possibility of placing such materials under restricted conditions of use, and of storing them
in a specially controlled environment. Where appropriate, material will be selected for re-formatting as
microfilm and/or digitally scanned files to limit unnecessary handling of originals and to facilitate access.

Figure 7.25: Preservation policy for the Glasgow University Library[51]. (check permission)

Broadening the base of archival practice through social media. Moreover, the availability and relative
low cost for digital materials make preservation and linking across a wide variety of materials more
feasible.

The development of retention policies. should help determine the materials to save, as it is difficult to
know what might be important in the future. Indeed, because documents help to define history, the
selection of which documents to save can, in a sense, affect history itself. There are different strategies
for archiving. Some say that documents that are used regularly should be saved. Others argue that
random sampling is the strategy, because it is difficult to predict what may be useful in the future.
Once the material is selected, it must be “accessioned” or “ingested”. This means that ownership of
the material is typically transferred to the archival organization and it is incorporated into the archive.
Workflow processes for ingest.  Less process more product. Supporting access to materials. Risk
analysis in copyright.

7.5.4. Description and Access for Archival Items

Earlier, we considered bibliographic metadata (2.4.0); here, we consider archival metadata. There are
several particular challenges for archival metadata. It should be able to be understood by people
from a different cultural background. In a different sense, the context of one item in a collection of
items is essential. There is a particularly close connection archival description and electronic records
(7.4.1). Traditionally, individual items are not described but sets of materials with similar provenance
are described. The ordering often provides valuable context. Increasingly, we see multiple modes of
description. Quality in the collection and management of data. Rights and responsibilities of data.

Organization related to the preservation model of the archive. Fonds, Series vs. Function.

Description to Support Users of Archives
What sort of description do historians need?

Provenance and Provenance Metadata
Provenance is the history of an object’s ownership or, at least, control of it. Thus, provenance can
help to guarantee its authenticity. Across a sets of records, provenance may be seen as a process for
ensuring authenticity (7.5.2). One of the strongest ways to establish provenance is tracing a chain of
custody. Provenance has applications in the history and origin of information resources: what was
created, where, when, and for what purpose. This helps to ensure that information is not tampered
with after it has been deposited.

Provenance tells us about the origin of information and it provides an indication that the information
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has not been changed. For instance, attribute of records is their organizational history. It is helpful
to maintain an account of where and when each piece of information originates; this is known as its
“provenance”. Managing the provenance for information resources is analogous to tracking the prove-
nance of physical objects (7.6.1). Provenance through chain of custody in trusted repositories. Tracking
provenance helps to demonstrate the authenticity of the materials because the origin of information can
be authenticated either by eyewitness testimony or by its logical consistency when compared to other
information from that time and place. Digital provenance for conversions between formats. Provenance
data models and transaction logs. Provenance metadata.

The full import of some material is not evident from the material itself. It is only when it is seen
in its proper context that its meaning becomes clear. For some archives, it can be important to
maintain the context of the source material. This can be troublesome; an archive usually holds only
a fragmentary record of material that is old and was often not created to be widely distributed, and
recreating its context might not be possible. Sets of documents may belong together because of the
activities which generated them ["”). Difficulty of capturing tacit knowledge. Context tells us a great
deal about information resources. Keeping a rich context.

Formal models for provenance.

Preservation Metadata
We have already noted that preservation is a integral part of the information lifecycle. And, of course,
preservation is the most distinctive function of archives. As with other types of repositories, metadata
are essential for supporting access to archival records (2.4.0). PREMIS vs Functional Requirements
for Records. PREMIS is especially useful for digital objects. For instance, it describes Events with
change the object such as transformations. Close to some standard which are familiar to the records
management community. Technical environment metadata.

Metadata for dynamic documents (10.10.1). However, there are several distinctive aspects of archival
material that needs to be considered. Preservation and context. Thus, “preservation metadata”
might include a description of the reason the material was selected for preservation (e.g.,!'). Events
associated with maintenance. Some archival content is intended to be kept forever. Other content has
a finite lifetime, which may be indicated by “permanence ratings”. These describe the permanence of
the informational content itself, and not its desired archival duration!'?) (Fig. 7.26).

| Label | Description/Example |
Permanent: Unchanging Content | The original copy of a treaty.
Permanent: Stable Content An edition of a book.
Permanent: Dynamic Content Today’s newspaper.
Permanence Not Guaranteed An ordinary Web page.

Figure 7.26: Permanence levels as descriptions for recordsl6!.

Another problem is guaranteeing that a digital document is the original and has not been tampered
with or altered. This can be done with hashing and checksums (-A.20.2). Another possible solution is to
compare the file with other archived copies of the document to see if they match (™!,

Formats and Representation Information

Representation Information Media formats versus file formats. How is a file format structured? Format
repositories. Global format registry and validation. Format validation®. Some formats are so com-
plex, it is difficult to understand them out of context. Preservation for especially complex design tools
such as CAD systems here are particular challenges in the preservation of complex material such as
architectural design, descriptions of cultural heritage sites, games, and new media art. Desiccated for-
mats reduce the complexity of data set to just a few salient features. Self-describing content. Metadata
can be wrapped with the object. Self-archiving content.
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Figure 7.27: Describing the properties and relatiohships of a complex set of files related to a archivteture. FACADE
project ontology!®4. (check permission)

Archival Context
Describing objects in context is helpful because individual item will not tell the whole story. One
organizing principle, the materials an attempt is often made to keep the context in which material was
developed and used. This often mans keeping the materials in their original order; that is in the order
in which they produced and used rather than the order in which they were stored or processed by the
archive. The original order can be useful in providing the context in which they were crated.

Indeed, the entire collection of items may be considered as basic unit. This can be complex because
because the actual collection may not be complete or it may be biased because it reflects selection
decisions.

This is often different from the description of separate objects. That is, they are organized according
to the way they were originally developed and used. Email messages might be kept in the order they
were received, grouped by year, rather than by topic. For material stored in this way, one would access
a record group, and then search through that group to find a specific record.

Figure 7.28: Archives typically try to capture the context of objects. Indeed, they consider several senses of context
— how the object relates to other objects in the way it was used. (check permission)

Organization or Community Role Describing a complex combination of organizational functions.
Archival series. Activity theory for archives.

Use after Ingest Interpretation of the artifact based on how the artifact in used and interpreted in
that re-use. Continuum. Commons.

Finding Aids

Some archives collect assorted materials such as the files from a person’s desk when they retire. In
those cases, a “finding aid” could help a searcher to find out what sort of materials are included. The
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Encoded Archival Description (EAD) is used to describe records in traditional archives. This finding
aid is based on XML and it defines parts of an archived document. Increasingly, finding aids are being
adapted to be sort of under interface to an archival collection.

Next generation finding aids and Web 2.0%.

Overview of the Collection
Biographical History

Scope and Contents of the Collection
Arrangement of the Collection
Restrictions

Subject and Genre Headings
Related Material

Administrative Information
Inventory

Figure 7.29: Because most items in a traditional archival collection are not cataloged directly, sets of items are
described in Finding Aids. Typical top-level sections of a finding aid. (check permission)

7.5.5. Preserving Complex Digital Materials

While conservation efforts generally focus on traditional materials (7.5.2), they are also necessary for
digital media. Although the bits which comprise digital objects are ephemeral, they must be stored in
some physical medium, which may be fragile. The iron oxide holding the bits may fall off a magnetic
tape, making it unreadable. Archiving techniques must address the formats to be used, and devise
methods for ensuring their future viability. Data curation (9.6.3).

Modern information systems have created new demands for archiving practices. There is an enormous
volume of email, word processing files, and Web pages already extant, with more being produced every
day. Should all of these documents be archived? Increasingly, there is a convergence between digital
libraries and digital archives because digital copies are managed rather than physical copies.

Email preservation. Beyond preservation of traditional documents. However, preservation of letters
and manuscripts has been a traditional role for some institutions.

Game preservation (11.7.3). Preservation of multimedia depends in part on the resolution of the original.
New media preservation. Describing the experience. Fan blog. Because of the rapid increase in the
availability of disk storage, the criteria for selecting material can be loosened. Indeed, it been proposed
that we can save everything (%! though that is often broad and we want to save a lot but not literally
everything. We cannot literally save everything but we can save a great deal more than we used to.

Born digital materials often have links to other resources and those links are fragile. Evolutionary
systems — those whose contents are continuously changing such as databases — provide a particular
challenge to a database may record many of the transactions of a business, but it is subject to frequent
changes. Is it necessary to keep all transactions and versions of that database (9.6.3).

One factor to consider is whether it is necessary to simply display the archived materials (maintain
what the documents say), or whether their behavioral capabilities also need to be maintained such as
the buttons on Web pages. Because of word processors and Web publication, revisions are easy to
make. This has resulted in a proliferation of versions.

Preservation of complex objects such as games (11.7.3). Preservation of new media. Data curation (9.6.3).



270 Copyright R.B. Allen, 2000-2018 — DRAFT - no use after 9/13

Figure 7.30: Frame from a reconstructed NASA video of the first step on the moon. The original was lost.

There are a great many attributes of digital objects which could be saved. Among these are attributes
of the computing environment which generated and accessed the digital object. This might include
the version of the operating system and file creations software. Current operating systems makes this
difficult. Indeed, there are so many possible attributes to save that some selection policies are needed
to prioritize them.

Perhaps surprisingly, digital media are not necessarily better for preservation than traditional media.
Indeed, modern information systems are very complex, and materials created by them often depend on
the system that created it.

The recreation of every digital object requires a program. The management of relative standard pro-
grams such as word processors is challenging but the management of ad hoc programs can be even
more challenging.

As with traditional archives, there is a range of content types for digital materials with different
expectations about how they should be handled. One policy is that there should be multiple copies of
every digital object so that if one is lost, the others will survive. Replication of the entire information
resource can also be useful in case the originals of the resources are corrupted or lost. If this is managed
automatically, these are “self-healing archives”. LOCKSS (-A.20.2).

Preservation of functionality.

Both formats and base technologies change and several strategies have been proposed for keeping
media current: migration, emulation, encapsulation. Other strategies include desiccated formats and
re-enactment. Migration from one compression format to another is transcoding (-A.2.1). There are
limits to this approach, however. For one, the amount of data to be transferred would increase every
time. For another, it is rare that we have “lossless” format conversion, which allows the original to be
exactly copied. This would mean that some quality is lost every time a transfer is made. Backward
compatibility of standards and programs.

Attacks on cultural materials. Suppression of certain viewpoints.

Another possibility is to keep at least one example of every old computer, its environment, and the
programs that created the records running, but this does not seem practical. The underlying operating
system and hardware would have to be emulated and the emulations would have to be cumulative such
that newer emulations would run on previous emulations. In the end, it is not possible to keep all
versions of all base technologies running. Evolution by virtual machines (7.7.6). Fig ?? rendering (7.5.5).

Probably, the most practical current strategy for complex digital preservation is encapsulation, for
which metadata is essential. Encapsulation associates metadata with objects, and organizes the objects
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Figure 7.31: In many cases, an exact match for the software environment on which a program originally ran may
not be available. In those cases, partial information may be retrieved. Here MS Word accurately recovered some
information from a file but it also inserted some noise (from [?]). (check permission)

according to metadata similarities or logical connections. Encapsulation (7.5.5) is often applied when
packaging digital objects for including in the file to facilitate later searching. FEmulation appears
increasingly to be possible. The application of emulation requires detailed knowledge of the software
versions. Indeed, both migration and emulation have strengths and we may use both of the them.

Web Archives, Preserving the Cultural Record, and Mass Preservation
Many large digital collections are now being developed. Complete copy of the Web. Big-data (9.6.0).
Mass digitization (10.1.6). Digital surrogates. How often should the web pages be sampled. Web curation
tool for capturing and storing web content. Records need to be made for every page. WARC. Internet
Archive and Wayback Machine. Managing copies of Web pages as legal evidence. Part of regulatory
compliance for electronic records.
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Figure 7.32: Democratic (left) and Republican (right) political party Web pages (cropped) from the 1996 presidential
election. These are among the earliest sites preserved. This is an archive of political web pages[55]. Wayback
museum.

Evidence and Forensics
Determining evidentiary value of an information resource. One set of issues for the evidence about
physical media. Additional considerations for digital media. Several senses of forensics. In this case,
we're considering whether a photograph has been tampered with Fig. 7.33. Trusted digital objects
(7.5.6). Both legal implications and implications for scholarly accuracy. Determining legal evidence
from examination of digital objects.
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Figure 7.33: Digital Forensics: The ducks have been added to this photo. You can detect that by noting the shadows
on the ducks but note that there’s no shadow on the people. [?]. (check permission)

7.5.6. Archival Repositories

Trusted Archival Repositories and Trustworthy Digital Objects. Documents from archives come
with a special expectation of authenticity. Trust from policies and procedures along with physical
controls. The storage environment helps ensure trustworthy documents. For archives there is a special
emphasis on ensuring the persistence and provenance of the stored materials. Thus, there is an emphasis
on ensuring that repositories are trusted. This is similar to the issues of information security and
information assurance and information system security (7.10.3). This can be accomplished with reliable
storage media, stable organizational support, carefully considered formats.

Cloud repositories. Description of basic services. Open Archival Information Systems (OAIS) 0],
Reference model. Standard operating procedure. Policy-based service definitions, especially those
that lead to a trusted repositories. Audits of the system (7.10.0). Certification of repositories as being
trustworthy 3.

7.5.7. Archival Policies and Institutions

Information culture (5.9.5).

Access Policies for Archival Materials
Part of the the braoder question of policies (7.5.3). Ease of access has not been the primary objective for
paper-oriented archives because of the difficulty involved in handling and indexing each page. Docu-
ments are often not indexed simply because of the sheer volume of material received; there are so many
records that they cannot all be cataloged. Archives have not, typically, supported end-user access but
that is rapidly changing with digital content. Because digital material is so easily copied it dramatically
changed the possibility of access to archival materials. Access restrictions. Archival escrow.

Providing access can add a great deal to the cost of preservation. Dark archives emphasize storage of
material but have a minimal concern with providing access[®®!. This may be done to reduce costs or
simply because of access restrictions.

Risk Assessment and Audit
Many data servers were lost in the 2011 Japanese earthquake. Potentially, many family records would
have been lost but the records had be backed up at the national level.

Management of the preservation and migration of information resources. Project management taking
care of these processes efficiently. Risk and threat analysis (7.10.3) for what could go wrong.

Preservation Planning Policies
Preservation planning is an integral part of a trusted repository. As with other information systems,
there are many social dimensions to consider. Organizational aspects of information systems. Require-
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ments for the archive. Risks for the integrity of the collection (7.10.3). Audits based on the OAIS model:
Ingest, Storage, Dissemination. Organization structures for supporting the development and long-term
support for preservation system. Cost-benefit analysis.

Sustainability of archives and organizational and institutional commitment.

Preservation of files versus preservation of data records such as in a data-warehouse (7.4.4).

7.6. Collections of Physical Objects

Physical objects such as artifacts and specimens can also be collected and those collections need col-
lection management. Data schema (2.4.1) but also information about the relationship of the object to
the institution. Metadata-like descriptions can be applied to physical objects. Emphasis on item-level
description.

There are a great many types of physical objects and there are many dimensions on which they can be
described. In other places we have discussed description of designs (3.8.4).

Here, we desribe the description of cultural objects. Primarily we consider museums which are cultural
institutions but there are other descriptive approaches in fields such as archaeology.

7.6.1. Museums

Museums hold collections of physical objects. A particular sense of empathy from viewing objects. The
primary role of museums is the presentation and interpretation of those physical objects for the public.
While the main goal is education, preservation of rare or unique objects may also be important.

Types of museums shown in Fig. 7.34: Art, history, natural history, science museums. There are
also many museums dedicated to unusual or distinctive materials. Research museums keep reference
collections for use by researchers.

Figure 7.34: Types of museums: A) Art museum, B) History museum, C) Natural history museum, D) Science
museum. (check permissions)

Interpretation and Recreating Experiences. Museums as keepers of cultural records serve a sort of story-
telling function. Virtual and augmented reality reality for museums. Museums may try to provide an
experience, related to the way artifact was originally used. Or, at least, they may try to create an
understanding of the experience. What do the objects in a historical museum actually tell us?

Interactive, hands-on exhibits. Art museums may collection digital art works. Material culture.
Exhibits. Period room.

Museum Informatics
Museums are primarily based on the preservation of physical artifacts. They serve both research and
education missions. However, this is tricky because memory can also be distorted. Indeed, science
museums generally focus on demonstrations. Some of these descriptive systems are similar to those
for data about entities in the world (9.6.0). Because there is an emphasis on public education in some
museums, there may be an emphasis on interpretation of the collection. Reference collections. Science
museums are equal parts educational institutions. There are controversies around the ownership of
some cultural objects. Provenance of physical objects. Educational goals. However, they also attempt
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to make educational exhibits.  Objects as evidence. Primacy of the physical object. This can be
distinct from archives which preserve information resources. Thingness.

CIDOC-CRM for physical objects. Coordinating CIDOC with intellectual objects with Dublin Core
and FRBR. This is also related to Schema.org (2.4.1).

Describing Cultural Objects
We also need to consider collections of physical objects. Some types of museums hold cultural ob-
jects. One difficulty is that physical objects are generally most meaningful in their original context
(7], Bibliographic description (2.4.0). Photos of physical objects as works. Compare physical objects to
reproductions of those objects. Metadata extensions include Cataloging Cultural Objects (CCO) 7,
CIDOC-CRM and events.

Figure 7.35: Small statue of a Japanese gég gabaq muqtqdata, from the Spurlock Museum.)

Figure 7.36: Describing parts of a building. (check permission)

7.6.2. Other Collections of Physical Objects

Objects in the field such as buildings. Some types of physical objects need to be indexed. Linking to
explicit taxonomies and databases such as zoological and botanical records (9.8.1). These include zoos
and botanical gardens. Data schema (2.4.1).

Interactive Museum Displays
Dioramas, exemplary specimen, comprehensive collection, interactive example.

Exploratorium.

7.7. Information System Architectures and Web Engineering

For the remainder of this chapter, we turn to considering technical issues which are associated with
collections of information. Because information systems are complex, it is helpful to consider some
principles. Through the evolution of information systems, there has been a decrease in hardware de-
pendencies and increased alignment with services. Effectively using resources. Design (3.8.0). Reliability.
Security. Scalability. Interoperability. Using resources effectively.
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7.7.1. Networking and Distributed Systems
Networking (-A.16.0). OSI layers for managing complexity in a network (Fig. 7.37).

Network forensics.

Application Application
System1 | 4 System?2
Presentation Presentation
Session Session
Transport Transport
Network Network
Data Link Data TLink

Physical —  Physical

Figure 7.37: The combination of multiple network protocols makes for a very complex system. The OSI stack for
networking manages this complexity with layering. In most cases, network protocols operate at only one of these
layers.

Networking security (7.10.3). Playback attack. Some simple techniques are useful such as nonces and
sequence numbers. Intrusion detection system.

Peer-to-Peer Systems
Peer-to-peer (P2P) systems are interacting sets of peer computers. Each of these are “peers” in that
they are all equal within the network and there is no specialized servers or central coordination among
the components. Thus, these are different from client-server architectures. Fig. 7.38 shows a peer-to-
peer model in which each node has its own index and resources. Messages are passed from the originator
to neighboring machines, with requests spreading outward from the center.

Figure 7.38: Peer-to-peer systems allow distributed searches without a centralized index. Rather, each peer has its
own search index. A, B, C.

Searching in a P2P system spreads across the set of servers. With peer-to-peer systems, searches and
document retrieval can be largely anonymous; the searcher can hide their identity. This anonymity is
accomplished by stripping off identifying information as the requests pass each machine. Thus, peer-to-
peer systems allow anonymous file sharing, but sometimes this may run afoul of intellectual property
laws (8.2.2). Without a central index, the chance of finding a given item decreases as the number of items
and nodes increases. In other versions of peer-to-peer systems, indexes can be progressively developed
on each system. This is the basis of services such as Skype and Bit-torrent. Onion routing.
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7.7.2. Global-Scale Information Service Platforms
Database foundations (-A.14.1). Networking (-A.15.0).

Grid and Cloud Computing
Support collaboration by distributed organizations. Overlay networks. Contracts for data management
services. Service-level agreements. Many users are interested in protecting the value of the data

The Grid is designed to provide services on a very large scale. Later, we will also consider the “semantic
grid” or data grid (9.6.0) but here we are focused on the network infrastructure. Grid coordinated
database updates. To support the coordination of components there need to be standards such as
consistent name spaces, metadata, and service descriptions. Cloud computing. Allows efficient use
of computational resources. Security of cloud computing can be an issues because the data are not
directly under the control of the owner. Federated searching has distinct types of searches in different
clusters.

Europeana project has a federation of cultural objects. NIF has a federation of datasets.
Security issues for cloud computing.

An example of grid computing is the Search for Extra Terrestrial Intelligence (SETI; Fig. 7.39). SETI
utilizes the spare computing power of thousands of ordinary home PCs to analyze radio signals coming
toward earth from distant stars for any sign of extraterrestrial attempts at communication. This
is a loosely connected type of Grid. Grid computing offers extraordinary computing power, but its
development is still in its infancy. It will be necessary to develop user standards as well as security
measures for grid computing. Other similar systems include. There are a lot of computationally
intensive tasks which can be processed with this approach such as searching for the cure malaria.
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Figure 7.39: SETI@home distributed processing allows a networked computer to contribute un-used cycles to
searching for extra-terrestrial intelligent life. This screen shows the results of an analysis of data from a radio
telescope. However, no clear signs of extra-terrestrial life have yet been found! (check permission)

Tasks can be spread across computers on a Grid, workflow can be specified for completing tasks on
the various computers. However, the management of data management on the multiple computers is
particularly difficult because of synchronization.

Reliability of distributed network services. Stress test. Chaos Monkey.
File operations allowed. Public versus private clouds. Managing security for cloud computing.

7.7.3. Managing Networked Data

Different requirements for different services which provide the data.

Search engines have primarily push data. But there are back end challenges for web crawling. There
are also challenges for indexing and real-time news feeds.
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Data centers to support social media typically have a whole different set of challenges. Symmetry of
friend relationships need to be updated. In addition, these have particular challenges for security.

Attributes of effective data specification (-A.14.1).

Cloud Computing
Virtual machines.

Data storage on the Grid is often provided by data centers (Fig. 7.40). Exactly what is being offered
by the cloud. Service-level agreement. Quality of service (QoS) guarantees. Security issues and caution
about placing sensitive records in the cloud. Difficulties of data centers for social network sites. Perhaps
the greatest concern is whether the company or the country running the service is itself trustworthy.

Risk assessment for loss of a data center (7.5.7). Issues with legal access. For instance, what happens to
data if the company which run the cloud goes bankrupt.

Figure 7.40: The Google data center in The Dalles, Oregon. Dams on the Columbia River (background) provide
hydro power. (check permission)
-
i
‘!\1:‘ =
7/ "

P s T
Figure 7.41: This shipping container holds the entire Internet Archive. Potentially, portable data centers could be

moved to places which had unexpected need for intensive data storage and processing. (check permission)

How much data storage is there? This is quite different from the question of how much information is
stored but it is much easier to calculate.

Data Storage
Need increasing amounts for storage. Distributed file systems.

Challenges of cloud storage. While cloud storage is possible because communication costs are relatively
small, they are not negligable. Is the data is replicated, then that replication must be synchronized.

Long term-costs of storage.
MapReduce. Google File System. Big Table®l

7.7.4. Resiliance and Reliability of Information Infrastr ucture
As an engineering and policy question.
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7.7.5. Information Infrastructure Governance
Information policies.

Coordinate with social policy. ICANN, IETF, Local laws versus cross-border law. Internet gambling.

7.7.6. From CPUs to Software
Virtual Machines
As an example of handling complex, we consider virtual machines (Fig. 7.42).

Application Application
VM

CPU
CPU

Figure 7.42: Virtual machines help to separate software from hardware dependencies. (hand drawing)

7.7.7. Software Architectures

Organizations do computing and we considered good organizational structure to make that efficient. As
described above, developing modularity is helpful. What architecture do we need for general purpose
computing. A simple functional breakdown of program components.

Networking allows independent computers to communicate. This can add complexity since data and
computing resources may be in different locations. At the least, this can add time to computations
because communication between computing resources will be slower than time for centralized computing
resources. Distributed systems include redundant components (e.g., computers) which are located in
different places. This can provide for a distributed system’s reliability. Distributed systems are robust
and not prone to failure because not only are the processing capabilities of the system dispersed.
both of which prevent the entire system from collapsing even if one (or several) parts of it do — the
remaining parts will compensate for the damaged ones. A large, well-known search engine company
finds it cost effective to utilize thousands of low-cost PCs rather than a few large servers to run its
system, even though individually the PCs have a high failure rate, because the engine is almost immune
to system-wide crashes due to the built-in redundancy across the multiple processors.

There are advantages and disadvantages to centralized and distributed computer systems. As we have
already noted, the primary advantages of a distributed system are its reliability, unlimited scalability
and computing power, and relatively low cost. The use of distributed systems also makes sense when
data repositories must remain separated. Tasks in a distributed system can sometimes pile up on
one processor leaving the other processors lightly used. The processing can be spread across several
machines or “load balance” so that no one processor is overly busy. There may be legal restrictions
that require information to reside on different networks. The physical separation may also be inherent
to the task, as with construction robots that work in different places.

7.7.8. Autonomous Agents

Autonomous agents are programs which interact with each other but do not have central control. They
may have goals and an approach to meeting those goals as conditions change. Furthermore, they may
interact with other agents. This is the logical extreme of distributed programs. If the framework is
well constructed, such programs can adapt social and economic models similar to those which provide
structure in human society. More agents and artificial life (-A.10.4).

Multi-agent systems. Multi-agent semantic web. Coordination (3.5.3). Because these agents are au-
tonomous, coordination among them can be like coordination in economic systems (8.7.0). Useful in
simulation (9.5.0). Learning SOAR (-A.7.3). Reactive agents!'5l. Agents protocols (7.7.8). Alife (-A.10.4).



7.8. Platforms for Services 279

21| Bjoo[@ OfF ][]0 0] mlmimf 2| &[2]

Figure 7.43: In RoboCup, teams of agents compete in a simulated soccer game.

7.8. Platforms for Services

We have already seen several examples of digital repositories. Web servers make documents available
but they are not service oriented. A content-management system holds digital objects. The systems
may also employ version control. A repository stores content, but what makes it unique is the services
it provides. Incorporate annotations. Applications of repositories include digital asset management.
Types or genres of information systems. Here, we focus on libraries, archives, and enterprise content
management. Specification of services such as with UML (3.10.2).

Repository servers typically support collections. A collection of digital objects does not have to be on
one server. It may be a virtual collection rather than a physical collection. As with all distributed sys-
tems, organization is particularly important (7.7.1). The Fedora digital library implements the following:
Ingest, Dissemination, OAI provider, Search, Preservation monitoring,

7.8.1. Service Model and Service-Oriented Architectures ( SOA)

We have emphasized services so it makes sense to develop computing platforms to support services. A
first step is to be able to run processes on remote machines. the original Web was designed simply to
deliver documents, but it can also provide a foundation for many other services. The key is to be able
to run programs on remote systems that is to execute a “remote procedure call” (RPC) Specific service
platforms include: Web Services Definition Language (WSDL) Service Discovery. UDDI.

7.8.2. Interlocking Services for Platforms

Search, ecommerce support, social networks. We have emphasized services. Repositories hold collec-
tions of information resources. Computing utility which saves local computing and storage resources.
Micro-services. Service science. Ultimately, Internet features need to be based on the user needs and
Usage patterns. In other words, the Internet itself is a socio-technical system. Composition of services.
Social, mobile, cloud. This combination of services is termed a platform. Platforms include semantics
such as from the media industry. Interlocking social interaction, content access and management, and
ecommerce.

7.8.3. Distributed Repositories with Centralized Metadat a

A good collection allows for many perspectives on a single topic Separate collections, one on Polish
patriots and the other on piano players would both include material on Jan Paderewski. While a
traditional library needs to manage its collection all in one place, a digital collection management
node can provide services and manage a collection that is spread around the world. Fig. 7.44 shows
connections to independent indexes and repositories from a meta-server. Relevant metadata from any
digital document can be harvested from its source and built into a virtual collection. One example of
collection indexing nodes is provided by the Open Archives Initiative Protocol for Metadata Harvesting
(OAI-PMH, Fig. 7.45). Access to selected documents can be controlled with link-resolution protocols.
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Figure 7.44: A virtual collection can be created by collecting and indexing metadata from remote repositories.

This leads some to an emphasis on information objects which are minimally structured. Or, at least,
structure is not important. This view is quite different from the view of documents as works. As
information objects, they can be shuffled, re-organized, and aggregated into new resources. This is view
implemented by OAI-ORE (Object Reuse and Exchange) and in this approach, information resources
are defined by resource maps. Learning objects and object reuse. Supporting other types of service
such as discovery with distributed repositories.

<header>

< /header>
<metadata>

</de>
< /metadata>
<about>

</dec>
< /about>

<identifier>oal::arXiv:9901001< /identifier >
<datestamp>1999-01-01< /datestamp>

<dc xmins“http://www.openarchives.org/OAI/dc.xs” >
<title>Quantum slow motion</title>
<creator>Hug, M.</creator>
<creator>Milburn, G.J.</creator>
<date>1999-01-01< /date>
<type>e-print</type>
<identifier> “http://arXiv.org/abs/9901001” < /identifier>

<dc xmins“httpd://www.openarchives.org/OAI/dc.xsd” >
<rights>Metadata may be used without restrictions< /rights>

Figure 7.45: Example of Open Archive specification[ﬁo]. for a document in the “arXiv” repository (www.arXiv.org).

(check permission)

Aggregation of Collections OAI.
URL

Distributed Search Indexes

There are drawbacks to distributed collections. One of them is the difficulty of distributed searching.
When the content of a collection is spread across many servers, a full-text search of the collection may
be accomplished by contacting each of the servers (Fig. 7.46). Each remote server conducts the search
and each has to respond. The problem with this arrangement is that the response time for the entire
system is as slow as the response time of the slowest server. Indeed, if one of the remote servers is
unavailable, the search may not be completed. Search engines (10.7.4).



7.8. Platforms for Services 281

Figure 7.46: In distributed searching, the user contacts the central server and that request is in turn sent to remote
servers (solid circles). Metadata for matching documents are then sent back to the central server. This approach
can be slow to answer the query if any of the remote servers is slow to respond.

7.8.4. Metadata for Complex Information Resources
Earlier, we considered metadata frameworks (2.4.3). Metadata on the network.

Preservation of complex objects. Games (11.7.3). New media (7.5.5).

Metadata for Complex Digital Objects
Digital objects. Information Packages. Actual information resources are complex. They objects involve
multiple metadata standards. For instance, a multimedia object. Packaging Services and Digital
Objects in a Repository Micro-services. Use-cases. Information package includes the digital resource
and associated metadata. Even more complex objects may include interactivity.

Idenifier:
- GRID

Idertifier:
- I5RC
Descripicns:
- Lead Singer
- Drchestra
- Conductor
dertifier: - Concet Hall
C 150N - Engineer

Descripions: - L3bel
- Tile

Figure 7.47: Describing a CD album with MPEG-21. MPEG-21 is a framework for metadata for each of the
components. (check permission)

Front cover art

Back cover art

Figure 7.48: Describing a CD album with MPEG-21. MPEG-21 is a framework for metadata for each of the
components. (check permission)

PREMIS is an XML standard is used with METS. METS from complex objects to composite packages.
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Semantic annotation.

Content wrappers. Complete understanding of information resources requires many levels of description.
A comprehensive encapsulation of content is a packaging standard. There are several of these such as
XFDU, MPEG21. For instance, an album of music may be composed of several songs.

Here, we focus on the Multimedia Encoding and Transmission Standard (METS) (Fig. ??) This is
particularly important for archival description. METS example document. Resource maps. Struct-
Maps are hierarchical. Limitations of hierarchies for document descriptions. (2.3.3). Beyond that, there
are other standards such as MPEG-A.

This is particularly applicable to complex objects such as newspapers, movies.
From METS to genres.

MPEG-21 and MEPG-A. MAF and coordination of standards in application devices such as audio
players.

Metadata Registries

They need to be indexed in order to be found. Information seeking may start with determining what
strategy to employ. If a collection is adopted, the user must start with source selection. Collections in a
networked environment. Repository severs and the services they provide are decentralized and it may be
difficult to know what resources or services are available. There are several models of advertising services
such as UDDI. is a generalized Web service registry. Moreover, because standard descriptions are so
important for coordinating distributed services, it is helpful to have registries of metadata standards.
Such as the Open Metadata Registry. Difficulty of interoperability. Cross-repository services. Storage
resource broker. ISO 11179 is a standard which facilitates the reuse of metadata; it defines metadata
on registries.

7.9. Software Engineering

Information systems can be complex and developing them a challenge requiring engineering. This
process is itself highly information intensive. Software engineering attempts to develop quality software
in an efficient manner.

Factors to consider are cost, complexity, disruption. These activities need to be coordinated with various
stakeholders. a particularly complex set of design tradeoffs including content, people, and systems.
There are both social and technical issues in the design and implementation of information systems.
Bad design of information systems can be very costly (e.g., Fig. 7.50). Requirements specification and
system design.

ENVIRONMENT
Planning g t
Requirements —— Design —— Implementation — Evaluation — Maintenance — Retire

Figure 7.49: We briefly considered the system lifecycle earlier. We will go into much more depth and breadth.
System design must consider the environment in which it occurs.

The software lifecycle depends on the system lifecycle — sometimes the software composes most of
the system so they are close to identical. Once software is installed, it becomes enmeshed in an
organization’s other business processes (8.11.2); it is often extremely difficult to change. Thus, it is
known as legacy software. Software as an information resource (8.13.8). Increasingly include off-the-shelf
tools rather than custom-designed tools.  Knowledge intensive firms. Intellectual capital: people,
processes, relationships.

Challenge of legacy system upgrades.
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The FBI recognizes that its success will depend heavily on a greatly expanded role for IT. Given the com-
plexity of its traditional and new activities, however, the FBI has found introduction of new I'T technologies
to be very challenging.

Information technology’s inherent capabilities must be fully exploited if the FBI is to use IT to help meet
its operational needs. At this point, however, the FBI is not on a path to success in doing so.

The most significant concern is that the FBI’s technology efforts do not appear to be driven in a coherent
manner by a strategic view of its mission and operational needs. The highest priority to address this problem
is to formulate an enterprise architecture incorporating a detailed characterization of the Bureau’s goals,
tasks, and strategies. The FBI’s efforts to do so, however, are late, limited, and far short of what is needed.

Figure 7.50: The FBI spent more than $170M on software development that was not useful. Here is an excerpt from
a report about the management of that project!43.

7.9.1. System Analysis and System Requirements
We have encountered many types of systems. Collecting data and analysis of those systems is valuable
for helping to understand them.

This approach can be applied to understanding information systems embedded in an organization.
Requirements form constraints which must be satisfied by an implementation. This is often the first
step in the design of information systems. Many aspects of a system need to be specified.

Functional Requirements
We might require that a car have seat belts or we might simply require that provide a certain level of
safety of passengers in a crash.

Most often, we focus on functionality - those which describe what the system needs to do to satisfy its
goal — but there are also requirements that go beyond the immediate functionality. These are so-called
“non-functional requirements” which include content, usability, costs, and environmental requirements.

The Shuttle will transport cargo into near Earth orbit 100 to 217 nautical miles (115 to 250 statute miles)
above the Earth. This cargo — or payload — is carried in a bay 15 feet in diameter and 60 ft long.
Major system requirements are that the orbiter and the two solid rocket boosters be reusable.

Other features of the Shuttle:
The orbiter has to carry a flight crew of up to eight persons. A total of 10 persons could be carried under
emergency conditions. The basic mission is 7 days in space.

Figure 7.51: Part of NASA’s requirements for the Space Shuttle[20].

Critical systems engineering.

Developing Requirements
A system developer might say “if you can just tell me what you want, I'll build it for you”. This seems
simple enough; however, some projects such, say, the design of the space shuttle are so complex and
expensive that it is not practical to proceed by trial-and-error. There many tasks for which the goals
are less clear than they were for the Space Shuttle. The goals may be highly dependent on cost or other
parameters. Nonetheless, it is helpful to systematically organize and clarify the details into specific
requirements.

There are many approaches for developing requirements. One strategy is to interview a range of stake-
holders. Requirements elicitation procedures can be used. Techniques for extracting tacit knowledge
from analyses of knowledge management (7.3.1). Information systems themselves can be helpful for
keeping track of requirements.

A second strategy is collaborative development. Requirements elicitation is ultimately a human process
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(411 Joint application development . A JAD is similar to a GDSS (3.4.3) but devoted to design and
development. JAD sessions are: Focused and conducted in a dedicated environment JAD participants
typically include: Facilitator, End Users, Developers, Tie breaker, Observers, Has social dynamics.
This approach emphasizes the social aspects and compromise.

Stages in the development of requirements. Early Requirements are often general. The need for a
system upgrade is often determined by strategic planning. This planning process requires understanding
the environment and the tasks completed in that environment. We will explore an approach which
incorporates goals into modeling and specification of business processes (8.11.2).

Validating and Evolving Requirements. Are they what the user wants?

The application profile is the range of tasks to which a system might be applied.
Requirements Management System (RMS). ISO 9000.

Requirements creep.

Structuring Requirements

Requirements engineering and knowledge representation. If the requirements are specified with a for-
mal language, logical inference can generate implications. The more subtle aspects of use case design
such as coordinating the use case with organizational and user interface design constraints and in the
internal system constraints. The difficulty of capturing tacit knowledge (7.3.4). There are many varia-
tions to user analysis. Activity diagrams can be applied for developing use cases (3.10.2). While UML
shows the expected interaction, a great deal more detail is needed. Processing flows, System architec-
ture, Detailed requirements, System Interfaces/Impacts, Global requirements, Testing. A requirements
specification document itemizes the requirements. Systematic presentation of requirements for clarity
and completeness

Use Cases

Cast the requirements into a formal specification. One of the main applications for formal models such
as Unified Modeling Language (UML) (3.10.2) which we have discussed are for the formal specification
of requirements. We should have a systematic exploration of what needs to be examined with use
cases. What tasks the user needs to accomplish. These are task models dovetails with interface design
where the task contributes to the organizational activity. Need more complexity for use cases. One of
the most common problem with user acceptance is that important functionality needs have not been
considered. A further problem is it’s difficult to extrapolate to an entirely new point in a product space
(e.g., iPhone). Beyond use cases to Scenarios ((sec:scenarios)).

Interaction with users is the most immediate aspect of an information system. For most information
systems, the interaction is essential. Ultimately, the design of information systems is about linking
processes to people. This is sometimes accompanied by type of UML diagram known as an interaction
diagram (3.10.2).

Use Cases: Specifying User Needs and Activities. User needs analysis. Difficulty of predicting user
needs for changing environments. Use case diagrams (3.10.2). User driven service specification. For
highly structured information tasks it is possible to associate user roles with the types of tasks those
users may be expected to do. As mentioned earlier (1.5.2), these types of information should be matched
with access points in the data set (Fig. 7.52). Use cases don’t necessarily describe the full environment.

Ideally such process-based design would also consider social interaction action issues (7.9.6). Elaborating
use cases is a step toward system implementation (Fig. 7.53). Fully dressed use cases. Designing tools
and task models.

7.9.2. Implementing the Requirements
Business process engineering (8.11.2).
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| Type of User | Tasks

Customers Select video
Place order
Change address

Managers Check inventory
Accounting
System Developers and Administrators Monitor system performance

Figure 7.52: Some types of users for a Web-based online video store.

| Tasks | Activities
Select video search, read description, listen to preview,
Place order submit order, pay with credit card

Figure 7.53: A few use cases for the end-user tasks described above.

Formal specification of a activities.
Design.

Formative and Agile Development Strategies

For many projects, it is difficult to develop complete formal requirements before beginning develop-
ment. Or, at least, the requirements cannot be clearly specified. Formal requirements are often overly
constrained — projects change and requirements evolve across time. In these cases, requirements de-
velopment begins to resemble design (3.8.0). This is formative design and development strategy (3.8.3).
Modularize with many benchmarks as a development strategy. Software prototyping[®%. Formative
design with lots of testing. The idea of agile development has become a catch-all for a number of inter-
related issues with traditional requirements development. Evaluating prototypes. User needs in the
context of task completion. Software testing (7.9.5) is an essential aspect of agile development. Testing
procedures need to be well specified. A variety of techniques have been proposed. Rapid application de-
velopment (RAD). Extreme programming. Story-based design and scenario-based design. Interaction
design (4.8.1). Formative design. Beta release.

7.9.3. Software Development

Once the requirements have been determined, the system must be built. That may involve customizing
software or even developing new software modules. The software is a design artifact which is both
highly malleable and complex. Service architectures such as described in ((sec:architecture)). System
design is interwoven with evaluation metrics which we sill discuss later in the section (7.10.2).

Refactoring and code management for reuse.

The issues range from specific tools to managing very complex systems. Managing complexity (3.8.3) in
code. Software is highly structured and that structure can facilitate development such as editing. Many
programmers work by implementing models for their programs and integrating them. These can be
explored with techniques such as “pseudo-code” (Fig. 7.54) and UML.

while not at end of list
compare adjacent elements
if second is greater than first
switch them
get next two elements
if elements were switched
repeat for entire list

Figure 7.54: Pseudo-code provides a conceptual overview of the program modules. Here, a procedure for sorting
a list of numbers is described.

Cognitive aspects of programming. Programming languages as building representations?4. Modularity
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and increasing degrees of abstraction. Ways of specifying data structures such as trees which we have
found useful. Software development (7.9.3). Differences among programming languages.

CASE Tools and Software Development Tools
Programming implements a design (7.9.3). Many tools have been developed to support programming. A
syntax-directed structure editor employs these syntax of the programming language to support the guide
the user. Similarly, debugging tools. Syntax debugging. Semantic debugging. Software development
can be supported with integrated development environments (IDEs) (Fig. 7.55). Modern development
environments include the ability to search the web. Computer-Aided Software Engineering (CASE)
tools include UML (3.10.2). A complete UML specification is often close to being able to be compiled
into an object-oriented program. In addition, the the raw specification, several other support tools are
useful such as version management tools (-A.5.8).

F

)
Complete: self.autoComp]eteShon(command)
acalltip and cancels

f.AutoCompCancel O
and the cursor.

jow(commaﬂd)

def setStatusText(self, text):
Display status informati

Figure 7.55: A screen from a software Integrated Development Environment (IDE) (8. The same system could
include compilers, version management, and even requirements. The editor for subroutines from a computer
program “knows” the structure of the programming language. (check permission)

Software Libraries and Re-Use of Software Modules

Following the principle of object-oriented design, modules should maximize cohesion and minimize
complexity (3.9.3, -A.3.4). Software itself can be treated as an information resource. Software can be
collected into libraries in the hope that modules can be re-used. Information seeking for software re-
use. Some software libraries, such as those which provide common mathematical functions, such as
finding square roots, are routine. More specialized software could also be reused. One of the ideals of
object-oriented design is the capability to share modules. Other collections are based around specific
genres or media. Software and design libraries can facilitate reuse as part of the development process.
Software collections must be carefully selected and organized; they should be easily accessible and
persistent. Code metadata can describe the attributes of a program. Faceted classification systems
(2.5.3) seem particularly effective.

Software, like other information resources, may be collected in libraries. Software management as
information seeking. Software repositories!?”. Users are almost always interested in the functionality of
the software more than the details of the code, so metadata and text descriptions are especially useful.
Sourceforge — the collection of freeware source code — is a type of software library (22

Software Development Organizations and Teams
Most software development is too much for one person to complete. Collaboration tools for supporting
programming teams (5.6.2). Software development in an organizational context and is often a collab-
orative process. Because software development is an intellectual activity, it is difficult to understand
the steps involved. Project management (8.11.3). These tools can also facilitate software project man-
agement. Coordinating large software projects. Even with detailed requirements, a great deal of
development is needed.

Open source software (8.13.8) has a fundamentally different approach to software development ™). Free-
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libre. The nature of the team may be affected by the development strategy and by business considera-
tions. However, open source development is not effective for cutting-edge innovation [?].

Managing Software Development Teams Indeed, the development teams may be geographically dis-
tributed so this is an area in which collaborative support is helpful (5.6.7). Distributed management
and consensus building. Software development communities. Management of software teams (e.g.,[>%).
Implicit understanding of the task and the team members and project management. (74,

Adding people to a project team late in the software development cycle when that project is already
late makes the project even later. This is has been demonstrated so many times that it is now known
as Brooks’ Law 3"l after the software engineer who first proposed it.

The size of the development team needs to be coordinated with the software modules that are to be
developed and there needs to be knowledge management for these teams. Information systems can im-
prove communication and distribute necessary knowledge throughout the production process. Efficient
processes coupled with improved communication allow organizations to confront unique situations.

19]

A scrum is a type of programming team which employs overlapping phases of development!*]. A type

of project management (8.11.3).
Coordination across software teams.

Tools for Supporting Software Teams Modularity is helpful for convenient development. Managing
complexity of several interacting modules.

ot

Figure 7.56: A collaborative code review interface allows comments from the review to be inserted and ultimately
for approvals to be given. (check permission).

The process of systematically, recording bugs and attempts to fix them is known as bug tracking.
Fig. 7.56 shows an example of collaborative development interface

7.9.4. Software Evaluation and Software Performance Stand  ards
Difficulty of cost estimates for uncertain projects.

Software Quality Control

Attributes of quality software! Consistency, impact. The principles we discussed earlier for quality
control (1.4.3) can be applied to software quality. Design techniques and processes may improve quality.
More formal methods and organizational processes. Software inspections. Code reviews. Quality
and consistency of the design (e.g., ISO 9000). Total Quality Management (TQM) 7. Process of
improving quality. However, there are costs in over-emphasizing processes for quality. By allowing
project managers to analyze the past production schedules of different products, prior methods can be
used, discarded, or altered to meet the current demands. This allows to the organization to be adaptive,
or to learn. Formal methods such as proofs of program correctness have been difficult to apply.

34]
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Plan > Do(Implement) > Check > Act

7.9.5. Software Testing and Software System Testing

Increasingly, we depend on software for critical functions but software sometimes fails (Fig. 7.57).
Indeed, almost all complex software probably has bugs. When software is used in a critical system,
failure can be dangerous. Controls may prevent such disasters when computers are involved in banking,
airlines, and nuclear power plants. Software quality is essential for trustworthy systems. Confirmation
testing.

The failure of the Ariane 501 was caused by the complete loss of guidance and attitude information 37
seconds after start of the main engine ignition sequence (30 seconds after lift-off ). This loss of information
was due to specification and design errors in the software of the inertial reference system.

Figure 7.57: The Ariane 501 rocket was lost in 1996 because of a software failurel63],

Software needs to be tested throughout the software development process and as it is released for use,
This testing can compare its performance to the requirements. Indeed, the testing performance can be
part of the metrics (7.10.2) and it is integral to agile software development (7.9.2).

There are several testing strategies and methodologies: Testing can be intertwined with agile require-
ments development (7.9.2).

Development of performance standards for tests as the primary criteria for system features. This
exactly specifies the criteria the system must meet. Test first 6], The testing can be diagnostic — the
test results can also be useful for suggesting bugs in the development processes.

Testing a program after changes have been made to it. Testing systems under load can often be helpful
in revealing bugs. Testing can also look for unexpected conditions.

Normative software problem maintenance. Bug reports and bug logs. Open bug reports.

Many software systems are so large that they cannot be tested as a whole and must be tested as
modules. Systems such as the telephone control switches may have more than one million lines of code.
Can the system be tested as a whole, or is it adequate to test just the components. The testing of those
components which have been changed is known as “regression testing” ['7].

The use cases lead directly to testing. Joint Review and Testing by team (JRT).
Legal responsibility for software failures. Broader social context for software tools.

7.9.6. System Configuration, Documentation, and Roll-out

When an information system has been deployed its settings need to be configured. There are many
setting in complex information systems. Keeping track of a settings is itself a task. Matching parameters
of the environment in which it be used. Organizations and culture. Social media such as for support
of trouble shooting.

Configuration Management
Tailoring setting of a complex system for a specific situation (Fig. 7.58). Configuration of setting on a
personal computer. Software configuration. Configuration rules (-A.5.6) and constraints (3.7.2). Simple
example. Dependency graph for showing constraints (s.11.2). Ultimately, we would like the configuration
to match specification of the requirements and constraints of this particular application.

User Training and Documentation
We also need to make sure the users are on-board. Although we might like all interfaces to be intuitive,
that is rarely the case. Users with different needs. Tradeoffs in training and documentation. Ideally,
an information system would be intuitive, so the user can understand how to complete actions with a
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Figure 7.58: Complex information systems have ma y settings to adjust them to a given environment. The settings

are often interdependent and changing one may also require changes to others. (redraw) (check permission)

minimum of confusion but this is rarely entirely feasible. Similarly, the system should require as little
training as possible. When these ideals are not possible, supplemental training and documentation is
required. Training and documentation can have a large impact on effective use and satisfaction.

Task-based documentation.

Training about information systems needs to be coordinated with other work processes. Effective
training can be facilitated with knowledge of the task in which the user is engaged or on a user needs
analysis. While the goal of user interface design is to make the interface as intuitive as possible, users
still need training about most systems. This training can be based on generic educational principles
such as developing conceptual models. In addition, people may learn about a system simply by watching
and talking with other users.

Analogies for Explaining Interfaces
How the user may think about the interface?

Analogy can help to simplify complexity (6.2.3). Thus, a group of directories and files on a computer
may be explained as being “similar to a filing cabinet”. Or, we might explain atoms by saying they are
like little planetary systems. On the other hand, can a word processor be compared to a typewriter
in the same way? While metaphor can be helpful, it must be applied carefully; thinking of a word
processor as a typewriter will not give a user a complete idea of the word processor’s capabilities (6.3.4).
The type of conceptual models given to students can impact on their ability to think abstractly.

Figure 7.59: Application documentation example.

In documentation, it is desirable to identify typical tasks the user is likely to complete. One strategy is
known as “minimalist” instruction. This attempts to provide just the right amount of focused support
(83]: (a) Choose an action-oriented approach, (b) anchor the tool in the task domain, (c) support error
recognition and recovery, and (d) support reading to do, study, and locate.
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The documentation of system features provides support to users. It is more effective when applied to
actual work that a user is trying to complete — task-oriented documents perform this function. There
is a question as to whether task instruction is preferable to documentation. Documentation and user
needs/tasks. The need for documentation can vary depending on whether the system is being used for
routine tasks or more unstructured tasks. Sometimes documentation is developed according to system
functions rather than features. Increasingly, help for users is available from posting on blogs or on
question-answering sites.

Interactive Help Systems and Interactive Performance Support

Queries to help systems. Imagine that you were writing a message with a word processor but forgot
how to check the spelling. Ideally, an information system might track the actions of the user, and, with
the task and system models, it may be able to figure out what the user is trying to do. So, when the
user requests help from the computer, hat help is enhanced by the computer’s understanding (even if it
is quite limited) of the user’s aims. The system typically knows the choices available to the user; it may
have some history of what the user has been doing and knowledge of the range of tasks. Task models
(7.9.3) can provide a framework for this kind of context-sensitive help. The method shares aspects of
tutoring and training, such as assessing how to intervene with tutoring (5.11.3). This can be thought of
as a plan recognition problem (3.7.2). The trick is to identify the “root cause” of the activity. Beyond
providing explanations, the system might attempt to correct user errors.

Information Technology System Acceptance

There are many cases of failures to have information systems accepted. This is of information systems
in businesses as well as libraries and hospitals. Ultimately, an information system has to be accepted
by the users. Acceptance is often not trivial and has been explained as based on two factors: ease
of use and usefulness 6. Such perceptions are characterized as being based on attitudes and beliefs
(4.5.0). Indeed, the likelihood of technology adoption can be indicated by statements of behavioral
intention (4.5.2). Many attempts to integrate information system into an organizations have meet with
failure — either the new technology does not reflect the organization’s overall strategy, or it does not
reflect the organization’s established processes and the technology is not accepted (Fig. 7.60) . The
Technology Acceptance Model (TAM) proposes that acceptance of technology depends on two factors:
Perceived ease of use and perceived usefulness. Self-efficacy and TAM. TAM and individual learning.
Generational effects of TAM are related to the notion of “digital natives”. TAM and group learning
(culture). Factors contributing to Perceived usefulness include: norms, image, relevance, quality, and
demonstrability. Ultimately, TAM is an application of the broader Theory of Reasoned Action (TRA
(4.5.2).

| Acceptance Factor | Description |

Relative advantage How much of an improvement is the new system over the previous one?
Compatibility Does the new system support existing processes and structured?
Complexity How difficult is it to understand the use of the system?

Trialability Can it easily tested?

Observability Is it transparent?

Figure 7.60: Factors in information system acceptancel49.

7.10. Organizational Information System Management

Once the information system has been introduced, it needs to keep it running well. Management of
information systems, setting policies and making decisions about them. Changing environments often
mean revisions to requirements. Managing the operation and effectively managing the entire software
lifecycle (7.9.3). This is sometimes termed IT governance!'®. It is not unusual for maintenance costs
of an information system to greatly exceed the development cost. Some of these issues also relate to
management of content (1.5.2). IT groups are increasingly influential in organizations. Preservation
planning as I'T governance. Digital preservation and ITgovernance.
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7.10.1. Organizational Frameworks for Information System Governance

There are many structures for organizations. We can break down a complex information system in
components to deal with them effectively. One breakdown of information system components which
can be used for management is shown in Fig. 7.61. This is a technologist’s view of the organizational
sub-system rather than a breakdown into subsystems based on business-function structure

| Subsystem | Description of Subsystem | Example of Attributes |
Input Data Entry Accurate input
Communication Networking Encryption
Processing Operating systems Accurate calculations
Storage Database, File Management Referential integrity
Output Printing Report printing capability
Boundary Interface between system and outside world Passwords

Figure 7.61: Subsystems of a typical information system (adapted from[85]).

Beyond the system view, there is a context in which it works. An information system should work
seamlessly with organizational needs and goals. Information systems have many components and the
following areas need to be managed[®*!. There are many threats for the integrity of information systems
and the information they contain. Human organization issues (Fig. 7.62). The implementation of those
policies is essential. A policy must be enforced to be effective.

| Organization | Examples |
Top management Staff, Leadership.
Systems development management Planning, Design, Testing.
Programming management Software quality and updates.
Data resource management Content management.
Security management Prevention and recovery from damage.
Operations management Maintenance, workflow.

Figure 7.62: Organizational units involved in system management (adapted from[®%)).

7.10.2. System Metrics, Audits, and Evaluation

There any many types of information systems and applications so evaluation of covers many perspec-
tives. Many level of evaluation are needed. Because of the complexity of the information systems, there
are many aspects which need to be evaluated. We have discussed evaluation in many places; here we
summarize those issues. Quality. Prevention of defects, and correction.

An audit is a systematic evaluation of a system. Audit log for access and use. Identify subsystems which
can be monitored: Understand the controls, Test the controls, Examine the results of the controls.
Audits could inspect procedures and transactions. Information systems provide access control and
better record-keeping about access. An audit trail provides a trace who has accessed which records.

System Metrics
Evaluation from successful usage but this is fuzzy. So, we emphasize, metrics for providing a standard
for what is happening. Do the metrics actually test what intending to test? Construct validity. Need
for organizational infrastructure as in trusted repositories. Evaluation. Outcome-based metrics.
Ultimately, metrics should be ground in measurement theory (7.10.2).

Complex systems are so difficult to manage that they almost inevitably have failures. We have con-
sidered techniques for managing complexity in distributed systems (7.7.1). Thus, handling such failures
should be built into the system. Accidents are common even in carefully designed systems ™ They
occur from multiple failures and cascading failures. Often this is as much an organizational failure as
much as a system failure. The system should meet the requirements. Ideally, we should refer back to
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design goals and the requirements to system performance. Scope of a metric. Goal, Question, Measures

(GQM)BY (Fig. 7.63).
Goals {/j {
Questions
Metrics I\\I\R
Figure 7.63: System design goals suggest questions and those questions suggest metrics.

System attributes: Number of users supported at one time. System metrics include availability (e.g.,
24 X 7), the amount of down time, and security. Response time for user queries. Meeting a business
model. Cost-effectiveness.

Organizational Environment and Content Metrics
Is the organization stable? Does it have reasonable policies? Disaster recovery plan.

The content metrics need to be matched to the tasks the users will complete. Many aspects of content
management have already been discussed with respect to library services (7.2.2). We may evaluate the
scope of the collection. The simplest approach is to count the number of items. How many records, what
speed of access, preservation, quality of telephone reproduction? Database integrity. The “coverage”
of my Agatha Christie collection can be measured by the proportion of how many of Christie’s books
[ own out of all that she wrote. More generally, I am interested in the breadth and depth of coverage
of a collection®. Coverage, quality, exhaustiveness. Implementing policies such as those for archives.

Attributes of quality: having few errors but also extensible to new contexts and new services.
Metadata quality.

Usability and Usage Metrics
Systems should allow users to be effective for accomplishing tasks. This means that they should not
only be useful for the tasks for which they are designed, they should also be “easy” to use (Fig. 7.64).
Checklist of features. Design and evaluation of interactive systems (4.8.0).

| Aspect | Description |

Learnability Is it easier to learn how to use this information system than other systems?
Memorability | Once a person has learned to use an information system, can he or she remember
how it works when they come back to it later?

Satisfaction Does the information system change the user’s job satisfaction?

Figure 7.64: Aspects of usability for an end-user (adapted from[m]).

ISO definition. Effectiveness, Efficiency, and Satisfaction

Many users show strong preferences for aspects of systems that do not seem to have any real impact on
their effectiveness. Although there is no strong performance enhancement with color monitors rather
than black-and-white, but today, almost all monitors are color. Information retrieval system and
perceived effectiveness (3.3.3). In any event, user satisfaction is an important component of long-term
system acceptance. Satisfaction may also increase motivation which is critical to use of educational
systems. Attitudes, long-term usage.

Many approaches have been proposed for evaluating usability (Fig. 7.65) and there are tradeoffs about
when these methods should be used. There is considerable debate about the value of interviews. In the
“thinking-aloud” evaluation method, users talk about their experiences; while verbal protocols can be
useful for determining a person’s state, they may be biased (4.3.2). “Discount usability testing” can give
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quick feedback on design. As few as two or three trial users can provide sufficient feedback to detect
major design problems!67).

| Label | Description |
Expert reviews Analysis by experts of system components.
Heuristic evaluation Apply rules of thumb.
Experiments Systematic examination of variables. Typically, these are rigorous but may
be difficult to generalize to complex situations
User surveys, Observation of the use of the system in a natural
interviews, environment. These are less systematic than exper-
and observation iments but may reveal hidden clues.

Figure 7.65: There are several techniques for evaluating the effectiveness of user interaction with information
systems.

Web usage metrics. Server logs (-A.14.2).

7.10.3. Information Security

An information system is not useful if we can’t trust its contents. Corrupted information can have
many implications. One example of lax security is shown in Fig. 7.66. This involves both content
management (1.5.2) and systems. Basic procedures. Personnel files. Work product. Protecting an
archival or master copy (7.5.1). These are system and policy issues. Security is a result of simple user
choices and of group interaction. Trust (5.2.3). Trusted archival repositories (7.5.6).

Confidentiality and Encryption
There are many times when information needs to be kept confidential. Confidentiality of information,
integrity without compromising usability. Encryption (-A.13.1). Both social and technical issues.

Data breaches. Some serious and some not.

Why Security Matters
Thus, security cuts across many levels from policy to implementation. Thus, security must address
both social and technical dimensions. That is, the technology can protect the content in some points
in its management but security at other points in fundamentally a human activity. We can apply the
sub-division of the sub-systems described earlier (7.10.1). Scope of the system to include communication.
Organizational policies which promote security. We have also seen these issues in the context of Trusted
repositories (7.5.6). One type of attack in cyber-war (7.11.4) is to corrupt, or at least create distrust in the
accuracy of information. Principles for developing secure systems. Advanced persistent threat (APT).
Spear-phishing. Developing attacks through personal reconnaissance.

The tendency to protect all information but it makes more sense to prioritize information to be protected
and the threats to it. Securely deleting data from digital media. There are real threats to information
that is exposed out on the network. Authorization Managing policies: Metadata and descriptions for
information security such as (2.4.0).

Forensics examines artifacts for evidence. Digital forensics plays a role in examining the authenticity
of documents held by archives. It is also applied in criminal and security proceedings. For instance,
a disk may be recovered as part of a police raid and its contents need to be examined for evidence
relating to criminal activity.

Relevant data may include the context of other files on a disk. Digital forensics and its flip-side data
cleaning need to consider that there may be several layers of pointers to data on a disk. Cleaning a disk
needs to consider that simply destroying pointers to data is different from destroying the data records
themselves.

Security within the firewalls. [37]
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Although still in high school in 1968, Schneider started a company called Creative Systems Enterprises
and began selling electronic telecommunications gadgets he invented. Each day as he passed the Pacific
Telephone and Telegraph Company office, he scavenged the firm’s dumpster for discarded equipment that
could be used to build his gadgets. He also collected a wide variety of documents, ranging from invoices
to training manuals. Within just a few years, he became an expert on telephone company technology and
business, and reportedly knew more about Pacific Telephone’s telephone equipment supply procedures
than any of its employees.

In June, 1971, Schneider set into motion an elaborate plan to steal new telephone equipment from Pacific
Telephone and resell it as refurbished equipment through Creative Systems. Eventually the scam would
net him hundreds of thousands of dollars worth of Pacific Telephone equipment. Schneider accessed
Pacific Telephone’s computerized ordering system and by using a telephone card dialer succeeded in
placing orders for equipment. To complete the scam, he needed to learn the telephone equipment budgets
for individual telephone company’s sites, equipment inventory levels and other key pieces of information.
He gathered the required information by getting access codes to a commercial time-sharing service used
by the telephone company for inventory control and parts distribution.

In January 1972, acting on information provided to them by one of Schneider’s former employees, law
enforcers raided Schneider’s offices and a warehouse where they found equipment the district attorney
said was worth $8,000. They also learned at that time that Schneider had stolen a total of $125,000
worth of equipment. Later, Schneider would admit that he had taken close to $900,000 worth of goods.

Figure 7.66: Effects of a security breachl8]. (check permission)

tavi [le0) elisabeth  mail news nobody  operator
calvin elissa pam ftp games  pcap sshd
konchog  cobra pass adm bin rpc smmsp
jflores apache Ip mysql squid  mail carloscota

Figure 7.67: Fragment of an actual security report for a Linux machine. Some hacker is probing the machine through
the network trying to find valid user accounts. If one of these accounts were found to be active then the attacker
would test a list of potential passwords against it.

Black hat, white hat.

Privacy depends on data security. Security breaches. Corruption of files versus obtaining copies of
sensitive data. Loss of credit card information. Loss of health information.

Human versus Technical Solutions for Security
The major difficult for password security are the users rather than the encryption. Users often don’t
bother with firewalls or backups of their own files. Incentives for protecting one’s own files with firewalls
and backups. Organizational procedures

Vulnerabilities for Information Security
The cost of failure of an information system can be very large. When a society relies heavily on
information systems, it might even be possible to disrupt that society by disrupting the information
systems (7.11.4). Essential information can be corrupted; incorrect information can be deliberately
planted.

Risks are a combination of technical and human aspects. Human aspects of information assurance.
Some of the most serious threats to information systems come from insiders. These problems may
range from simple insider abuse of resources to malicious attacks by disgruntled employees.

Attacks on different sub-systems described in Fig. 7.61. Attacks from outside the system. Connectivity
to the broad public network has greatly increased the need for security. Some specific mechanisms for
attacks include. Viruses (attached to other software) and worms (standalone). Trojan horse is hidden
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in something else. Entry into system via peripherals. Packet sniffing. Snooping on the network.
Denial of service.

Attributes of security: confidentiality, authorization.

O————0O O O &

Information Information
source destination
(a) Normal flow (b) Interruption (c) Interception (d) Modification

(e) Fabrication

Figure 7.68: Types of attacks on network transmissions. (redraw) (check permission)

A large part of the security is the human procedures behind it. Security failures are often human rather
than technical. Honeypots are sites set out by investigators to draw individual who may inclined to
engage in unauthorized or illegal activities. This lure can also be useful for assessing the strengths
and strategies of the attackers. It is difficult to control distributed networked services. Access to
children. Policy and privacy issues. Do programs actually do what you expect them to? Operating
system security.

Security Risk Analysis and Management

Given that there are risks, how do we access them for a given student? Absolute security for information
is probably impossible; rather, it is more useful to analyze these problems with a cost-benefit analysis
(7.10.3). When there is the possibility of a threat, the effort of risk-prevention activities need to be
prioritized. More systematic vulnerability analysis. There are many possible failure points. Risk
analysis and calculating the probabilities of threats. Particularly, for analysis of attacks. Analyzing
and predicting risks. Scenario models. Difficulty of risk evaluation in the context of “group think” and
conformity of opinions. Game theory (3.4.1) analysis

Security policies. Security policies and argumentation (6.3.5). Risk and argumentation.

(78

Security audit as with other audits (7.10.2). Perception of risk!™®l. Argumentation and risk assessment

(6.3.5).

The human aspect of security risks can be modeled as adversarial situations and actions determined
by game theory (7.11.0). Risk analysis may include likely strategies for attack. Once the risks have been
determined, then protection strategies can be prioritized and developed. Includes cost matrix.

Security Risk Management Once the risks have been identified they need to be addressed. When the
threat comes from a person or group we can consider what strategies they may adopt by applying game
theory (3.4.1).

Security in financial transactions.

There are multiple levels at which security needs to be managed. Analysis, system and network, physical
protection. Organizational processes. Security requires decisions. Best practices for IS management.

Developing systems that resist attacks. Encryption. Secure servers. Physical security for information
is also important. Media should be protected from vibration and heat. Prevent users from accessing
information.

Seemingly simple precautions are often effective. Passwords. Two-factor autentication. Multiple back-
ups and out-of-state.

Prevention. Investigation procedures.

Cyber-army against the pro-democracy movements.
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7.11. Highly Adversarial Situations
Information is often crucial in adversarial situations. Information security (7.10.3). Politics and economic
self-interest are also adversarial but here we emphasize more extreme crime and war.

Offense and defense. Protection of evidence. Coordinated law-enforcement databases.
False information as a systematic attack. Attacking the information infrastructure.

Malware infections. Organize infected computers into botnets. This botnets can create coordinated
attacks.

Phishing.

Espionage. Systematic attempts to uncover protected information. Commercial and governmental
espionage. For instance, email among members of a corporate negotiating team may be attacked.

Increasingly, cybercrime and information warfare overlap.

Distinguishing police from military.

Defense: Assessing Terrorist Networks Information security (7.10.3). Social networks (5.1.0).
Collaborative emergency management.

Defense and prevention of attacks. Decision making for determining attacks.

Tracing the source of cyber-attacks.

Cyber-reconnaissance provides intelligence about individuals.

Systematic Disinformation
Disinformation (5.3.3). Attacks on history ((sec:attackhistory)).

Soft Power
Peoples and cultures often influence each other indirectly. When the influence of one culture on another
becomes pervasive, it becomes a type of power (%]

Public opinion on the home front, in the opponent, and in third parties. This is an extreme form of
attitude change. Persuasion (4.5.2). Culture (5.8.2). Battle for hearts and minds.

“Winning hearts and minds”. Brainwashing.

7.11.1. Signals Intelligence and Intelligence Analysis
Could be competitive intelligence (7.3.5) but the consequences here can be greater. Collecting information
by surveillance of different media. [?]. This is related to competitive intelligence (7.3.5).

Much of this is data mining.

Decoding messages. Traffic analysis.

Extracting a hidden story line (VAST).

Satellite images and image processing (9.10.2).

Critical analysis must consider the substantial chance of deception.

Many applications of sensors (-A.19.0). Dragon fly sensors (Fig. 7.69). This also raises privacy issues
(8.3.1) and ethical issues.

Dangers of autonomy of lethal robots. This often minimize responsibility. Various battle robots.
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Figure 7.69: Artificial dragon-fly sensor. Eventually, this device might carry microphones and cameras!*). (check
permission)

Providing Decision support systems to support security analysis.

| Complexity of intelligence information.

Figure 7.70: Complexity of intelligence information.

Cyber-exploitation. Collecting information through the network [?]
Loss of intellectual property through industrial espionage.

7.11.2. Information and Warfare

Information has always been essential for gaining an advantage in warfare. Indeed, there are several
dimensions to information operations. Information systems can be fragile. Danger of formal reasoning
systems when human activities and inference is involved. Art of Warl? (Fig. 7.71).

Victorious warriors win first and then go to war, while defeated warriors go to war first and then seek to win.
Pretend inferiority and encourage his arrogance.

Figure 7.71: Quotations from the Art of War.

Warfare often provides confused situations then information is essential. The fog of war.
Defense and counter measures.
Plan recognition of actors with hostile intent.

Tactical Intelligence
Spying.

Intelligence analysis. Collecting evidence.
Ghostnet.

In military combat, intelligence is used in both direct and indirect ways. “Intelligence” requires devel-
oping an understanding of what is actually happening. Directly, military intelligence is responsible for
acquiring as much information as possible regarding opponent troop strength, locations, and strategies.
This may make use of direct, visual information gathering, or it may utilize satellite imagery, prediction
models, or intercepted enemy communications.

Timely information and analysis of that information is often not available in the “fog of war”. Rapid
decision making is critical. Reconnaissance. Information can assist the actions soldiers and their
commanders take on and off the battlefield. Netcentric warfare is a catch-all term used to describe the
new and advanced ways that the military is moving information amongst its parts. Military commanders
may use decision evaluation software or even game theory to determine strategy and decisions using
newly acquired intelligence. Logistical supply problems may be resolved using integrated supply chains.
Personal battlefield computers are also being used as knowledge management systems designed to help
soldiers make better battlefield decisions with all available information at hand.
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Psychological Operations (PsyOps)
“Psy-ops,” or “psychological operations” is a military strategy that attempts to discourage or disorient
an opponent. This may include such far-flung tactics as dropping informational pamphlets from planes
and playing loud, disheartening music.

Disrupting the social decision process. Information is also effectively being used in far more subtle
ways during wartime. Hackers can attack the local cyber infrastructure, leading to enemy information
isolation. Alternatively, disinformation warfare can be fed the same way. This is known as information
warfare.

This is informational warfare on the cultural and sociological level. This tactic seeks to break down
social boundaries between the two warring countries, though this is only perceived by one side, and make
the cause of the war seem pointless, and the ideas and philosophies of the other side seem acceptable.
In this regard, information and persuasiveness about social values is part of the point.

Intimidation, Terrorism, and Panic
Terrorist group organizations.

Complications of monitoring personal information.
Counter insurgency.

Categorization of content across media types. Sleep deprivation.

7.11.3. Netwar

Social networking facilitating coordination and infomation exchange by attackers.

7.11.4. Cyberwar: Attacks on Networked Information and the Information Infrastruc-
ture
Defense and offense. Strategic information warfare. Dominance of an opponent’s information systems.

Cyber-security. Limitation of firewalls for defense. Problem of infection from consumer grade equip-
ment. This can be a real problem but can also be exaggerated.

Defense by extensive encryption. Battlefield oriented cyber-war versus attack on military infrastruc-
ture. Disruption to command-and-control in the battlefield. Determining the source of attacks can be
difficult. Swarm from multiple directions.

Attacking information infrastructure. This could mean scrambling data to make it unreliable or it
could mean attacking the network itself such as knocking out the routers. Attack fundamental aspects
of society: the financial system, the electric power grid, and traffic control in major cities.

Coordination of the elements in a non-hierarchical organizational structure. The principles of vir-
tual organizations described earlier also apply to organized crime and terrorist groups'?. Even the
command-and-control structure of the traditional military is changing.

Insurgency versus revolution.

Terrorist and markets 33!

Many aspects of distributed information systems help terrorists. They may use web sites spread what
is often incorrect information.

“Information war has no front line. Waging information war is relatively cheap. Boundaries are blurred
in cyber-space. Opportunities abound to manipulate perception in cyberspace.” (69

Netwar is anti-hierarchical similar to the way that organizational hierarchies have been degraded
(8.11.2)(Fig. 7.73). Pulsing attacks from the swarm.
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DECINTRALIZED DETREUTID
L] L]

Figure 7.72: Centralized (left - to be drawn). Hierarchical organization versus situated context in a network.
(redraw)(check permission)

Ve

Figure 7.73: Centralized (left - to be drawn). Hierarchical organization versus situated context in a network.

Attacks by coordinated and often specifically teams of hackers can disrupt normal social interaction.
Botnets. Bot attacks.

Virus delivery by USB. Stuxnet worm attacking industrial control systems. Possibility of destruction
in the physical world caused by illicit control of these systems.

Information security (7.10.3).

Cyber-war attacks the information infrastructure??). Disabling essential systems. More subtly, the
attacks could make information less trustworthy.

Defense for cyber-attacks on individuals.
Stuxnet.

Many possible targets such as the electric power grid and the Internet itself. Defense against cyber-
attacks. Security (7.10.3).

7.11.5. Adversarial Planning
Planning (3.7.2).

Game theory (3.4.1).

Exercises
Short Definitions:
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API Finding aid Cyber-crime
Archive Free and Open Source Software Data mining
Audit trail (FOSS) PsyOps
Best practices (preservation) Functionality Signals intelligence
Best practices (security) Habitable language Redaction
Bureaucracy Heuristic evaluation . .

. Regression testing
Business rule Honeypot L
CASE tools Information audit Repositories
Chain of custody Lessons learned Root cause
Client-server system Load Balancing Stovepipes and silos
Competitive intelligence Middleware Strategic intelligence
Conspectus Micro-service Subject matter expert
Dark archive Migration Tactical intelligence
Data-flow diagram Peer-to-peer Tacit knowledge
Disaster recovery Permanence rating Transaction (database)
DiStribl'lted searching Persistence (documents) Trusted repository
Emulation Protocol Walk-through
Encapsulation Provenance Web services
Federated system Botnet

Review Questions:
How is a library similar to or different from an information system? (7.0.0)

. What procedures does a library typically employ to demonstrate S.O.A.P.? (7.1.2)

In what way is a “digital library” similar to or different from a traditional library? Hint: Think S.O.A.P. ((sec:digitallibraries))

In what ways are records essential for modern society? (7.4.1)

What are the advantages and disadvantages of moving records from the organization that created them to a separate
organization for managing records them. (7.4.1)

Explain what is needed for stored documents to be considered reliable evidence especially for them to be accepted as
legal evidence. (7.4.2)

How are electronic records useful in business process management and re-engineering? (7.4.1, 8.11.2)

Distinguish between “libraries,” “archives,” and “enterprise management systems” ((sec:traditionallibraries), 7.4.4, 7.5.1)

How do libraries differ from archives? (7.2.1, 7.5.1)

Explain the difference between “preservation” and “conservation”. (7.5.1)

Give examples of the strategies for handling complexity described in Fig. 3.46. (7.7.1)

Explain how peer-to-peer systems might create indexes. (7.7.1)

Describe the reasons distributed collections might be preferred to centralized collections. (7.8.0)
Why are repository servers better than Web servers for managing collections. (7.8.0)

Provide examples of three levels of training on an information system. (7.9.6)

What is an information system audit? How might an audit differ between a database and a digital repository. (7.10.2)
What are some criteria by which an information system might be evaluated? (7.10.2)
Distinguish between “risks” and “costs” (7.10.3)

What is intelligence analysis? (7.11.1)

Short-Essays and Hand-Worked Problems:
Is the Web a “collection?” Is it a “library?” Why or why not? (7.2.1)

. Should community libraries be replaced by community technology centers? Explain. ((sec:traditionallibraries))

What are the similarities and differences in services provided by a video rental store and a public library? ((sec:traditionallibraries))

. State a collection policy for a collection dealing with (7.2.2): a) animals of Australia, b) The Silk Road, ¢) information

systems.

What is the business model for a public library? Who are the competitors for a public library. (7.2.2, 8.11.4)
Identify a situation in an organization with which you are familiar where information would be helpful. (7.3.1)
What are some metrics for effective knowledge management? (7.3.1)
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. Describe the electronic records needed to be kept by (a) a chemical company, (b) the marketing department of a

manufacturing company? (7.3.1)

. Pick an industry such as automobile manufacturing. Do an environmental scan. Pick a company and do a competitive

intelligence (CI) analysis from the viewpoint of that company. (7.3.3)

Pick an industry such as automobile manufacturing. Describe the organizational culture of different companies. (7.3.3)
Tacit knowledge. (7.3.4).

What is the role of information in creating a “learning organization”? (7.3.4)

Describe a taxonomy that would be useful to describe lessons learned for a manufacturing company. (2.2.2, 7.3.4).
Suppose your company proposed to start a new product line. What information resources would you make available to
the employees in the company. (7.3.5)

How should we value information? (7.3.5).

Find market share for three companies in the laptop business. (7.3.5).

Describe the business model adopted by each of the companies in the previous question. Describe the competitive
landscape for them. (7.3.5).

If your company was planning to introduce a new product, what information would be most helpful to collect about a
competing company? (7.3.5)

Identify information that is under-utilized in an organization. It is possible that XML could solidify existing organiza-
tional stovepipes. How might that be minimized? (2.3.3, 7.3.6)

What are some strategies for combining the organizational knowledge of when two business when they merge? (7.3.6)
Take an organization with which you are familiar. Identify the major information services and systems. Are they
centralized? If not, what are the major barriers to that? ((sec:knowledgesources))

What are some of the reasons organizations develop stovepipes? (7.3.6).

When are silos appropriate for managing information in organizations? (7.3.6)

If you were an archivist and every 6 months you could select 1000 Web pages that would be saved forever, which ones
would you select? (7.5.1)

To what extent does the integrity of a document depend on maintaining its original appearance? (2.3.1, 7.2.1, 7.5.1)

If you could archive 10 Web sites for posterity, which ones would you choose and why? (7.5.1)

Describe some steps that can be taken to improve the understanding of the context in which archival records are stored.
(7.5.1)

Should a library ever remove any content? (7.5.1, 8.3.1)

If we could save all information, would we would we be able to find anything? (1.6.1, 7.5.3)

What policies would you suggest for keeping digital copies of (7.5.3):

a) your personal photographs and movies,

b) your local newspaper, and

¢) email messages among government officials?

In the course of your education, you will generate many documents such as notes, exams, bills, hopefully a diploma.
Describe a retention schedule for these documents. (7.5.3)

What should you do if you want to archive a Web site? (7.5.3)

Suppose your job was to archive old newspapers but you had space to keep just three newspapers a month. What criteria
would you use in deciding which ones to keep? (7.5.3)

Develop a policy for the preservation of a) university and b) corporate Web sites. (7.5.5)

Describe a complete museum exhibition you would like to develop. (7.6.1)

Explain some of the problems of encapsulation as a strategy for preservation. (7.5.5)

Describe several threats to the trustworthiness of digital repositories? Why might attackers want to delete or change
records? (7.5.6) company that wanted to create a new position for knowledge management.

Your university student database probably runs on a single mainframe computer. Under what circumstances would it
make sense to have the university database be a distributed system? (7.7.1)

What are some ways to defeat peer-to-peer systems? (7.7.1)

Peer-to-peer services. (7.7.1)

Imagine that you worked for a software design. Specify the design for a new information system that could be used by
your university. (7.9.0)

What job description would you write for that position? (7.9.0)

Explain the limitations of the following requirements specifications a) A motor vehicle inspection system should handle
100 people per hour. b) The CPU should be at least 4 GHz.

Read about the Shuttle Challenger accident. Describe what went wrong. (7.9.1)

What requirements would you specify for an evoting system? (7.9.1, 8.4.3)
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Develop task models for (7.9.3): a) Composing letters. b) Copy editing of a letter which has been marked up.

Identify a software library. Determine who are the target users. Evaluate whether their needs are being served. (7.9.3)
Describe what information an aircraft mechanic would have available when working on an airplane engine. How could
interactive performance support help them? (3.2.1, 7.9.6)

Examine the documentation for an information system. Explain its approach. Describe its strengths and weaknesses.
(7.9.6)

Collect and evaluate the training materials for an online information system. (7.9.6)

Pick a commercial ecommerce site. Describe how you would evaluate it. (7.10.2)

Suppose you had introduced a course-ware management system for the teachers in your local public school system. How
would you evaluate its effectiveness? (7.10.2)

Design a plan that would protect a Web server from natural disasters and communication and power failures. Estimate
the cost for your proposal. (7.10.2)

Evaluate the usability of a piece of software or an interactive Web site. Describe the intended users and tasks. (7.10.2)
What privacy controls should be in place for an information system audit? (7.10.2, 8.3.1)

What factors should be considered in determining whether a health information system is cost effective? (7.10.2, 9.9.0)
Explain security precautions for (a) a publisher’s database, (b) a television production company’s records, and (c) a
Web-based catalog ecommerce records. (7.10.3)

Describe how you would conduct a “security audit” for an information system such as (a) a web-based auction site, (b)
for a library. (7.10.3)

What audit procedures would be useful for bank transactions and accounts? (7.10.3)

If you were managing the data processing center of a bank credit card system, what precautions would you make sure
that: the account balances had not been tampered with? (7.10.3)

Practicum:

Mini ethnography of system use.

Develop a preservation plan for a set of digital photographs.
Records management system.

Security audit

Organizational audits.

Going Beyond:

How should a public library determine its users’ information needs? (3.2.1, 7.2.1)

Systematically observe patrons in a library of 30 minutes and describe what they are doing. (3.2.1, 7.2.1)

Find out what percentage of the people in your town have public library cards. (7.2.1)

Describe the workflow involved in cataloging a book for a library. ((sec:traditionallibraries))

Many libraries are not funded directly by public taxes. There are school libraries and corporate libraries. Explore the
business model for one of these libraries. (7.2.1)

Describe what content you would select for (7.2.1):

a) A library to serve just your family.

b) Resources for a course on information science and systems.

To what extent is war a good metaphor for business? (1.2.1, 7.3.1)

When is a company liable for the actions of its employees in dealing with information? (7.3.1)

Suppose your job was to manage the information resources for a digital video distribution company. What approaches
would you suggest for managing (a) external or (b) internal information? (7.3.1).

In Chapter 1, we emphasized the importance of representations for learning. What are some effective representation of
information for organizational learning? (1.1.2, 7.3.4)

Is there a conflict between the notions of best practices and learning organizations? ((sec:tpractices), 7.3.4)

In what ways do metadata exchange standards facilitate the development of virtual organizations. (2.4.4, 5.7.3, 7.3.4)
How does information help an organization to learn? (7.3.4)

What issues should be considered in keeping strategic knowledge on a company’s intranet? (7.3.6).

List the types of information stored in the finance department of a business. (7.4.1, 8.13.5)

The papers of important government figures such as Supreme Court justices are kept in the archives but sealed until five
years after their death. Why are they kept sealed? Some people feel this is too long, other feel it is tool little. What are
some reasons for each these positions? (7.5.1)

Develop a plan for the selection and preservation of a) public records and b) corporate records. (7.5.1)

Propose a preservation plan for a university professors papers which include so early word processing files. (7.5.1)
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19. Who should be responsible for ensuring that digital materials are available far into the future? (7.5.3)

20. Should we preserve hate literature? (7.5.3)

21. In the U.S. government, the control of documents to be preserved is transferred from the originating organization to the
U.S. National Archives and Records Administration. Why do you think this transfer is made? (7.5.5, 8.5.1)

22. How can peer-to-peer systems be used to create indexes on the content being held in the peer systems? (7.7.1)

23. How is Grid computing similar to or different from peer-to-peer computing? (7.7.1).

24. Imagine that you have been hired to lead a design team for an information system for a newly formed NASA project
which is going to send astronauts to Pluto. Describe how you would approach this job. Describe some features the
system you might build. (7.9.0)

25. Describe how the principles described earlier in this book could be applied to creating an effective JAD. (5.6.0, 7.9.1)

26. Can we develop requirements for a system which is intended to support novel tasks? (7.9.1)

27. Generate a requirements specification for an information system to be used by: (7.9.1)

a) An organization tracking public health in a large city.
b) An organization seeking to improve public school education.

28. In the development of services, what are the advantages and disadvantages of re-using existing software? (7.0.0, 7.9.3)

29. Create a task model for the steps involved in starting a car. (7.9.3)

30. Who should be responsible for software failures: a) the programmers, b) the employees, c¢) the firm which purchased the
system, or d) the end-user? (7.9.5)

31. Diagram the states in an interactive performance support (i.e., sensitive to the context of user actions) system for a Web
search application. (7.9.6)

32. Identify a group of computers which you believe has in security. Plan a security audit for them. (7.10.2)

33. What are the pros and cons of depending entirely on metrics? (7.10.2)

34. Develop a case study of a computer security incident. In your opinion, who is responsible for this incident? How could
it be prevented from recurring in the future? (7.10.3)

35. Discuss the ethical issues in the use of honeypots for catching illegal information behaviors on the Web. (7.10.3)

36. Describe the security considerations in developing a certification authorization system for a Web site. (7.10.3, -A.13.4)

37. Netwar and cyber-war. (7.11.4)

Teaching Notes

Objectivesand Skills:  Design strategies. The students should be able to identify and discuss different types of distributed
systems and services. Do a knowledge audit of an organization.
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Chapter 8. _ _
Soclal Informatics and Economics

In this chapter we examine some of the ways that information is used and controlled in our society. Mod-
ern society balances many components such as political and economics and Information management
is essential for the development of complex social, organizational, and economic systems. Interlocking
systems of government, political systems, and economics. Public policy, governmental accountability,
marketing, intellectual property, and modern warfare all are information intensive for better or worse.
These are highly complex systems (Fig. 8.1). They seek equilibria in many subsections. Indeed with
many dimensions of change, even those partial equilibria are changing. Part of the goal of creating so-
cial order is to try to create stability and predictability in some areas that allow other areas to flourish.
We start with some policy issues which develop tradeoffs and balance.

Govemment and foreigners affect economy
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Figure 8.1: Society can be viewed as a complex adaptive system. Indeed, it is particularly complex because the
laws and norms are fluid and individuals have many different (sometimes contradictory) agendas. (redraw)

8.1. Social Policy: Freedom and Control of Information
Freedom of expression is a cornerstone of democracy. Along with transparency in organizational and
governmental processes, freedom of expression is one of the foundations of an Information Society.
Freedom of information is essential for critical thinking. Social complexity(7™!.

The free exchange of ideas helps to resolve social issues. However, in some cases information can damage
the very systems and institutions it has helped to create. This has led to a variety of traditions, laws,
policies, and procedures for dealing with information. These seek to balance the sometimes competing
forces of individual rights, the power of knowledge and information, and the good of society.

There can be legitimate reasons to limit the distribution of information — it may be personally confi-
dential or it may be under copyright, for example. Some information is also potentially very harmful,
such as instructions for making bombs or a hate group’s literature, and there may be very legitimate
reasons for preventing it from being freely exchanged.

8.1.1. Freedom of Speech and of the Press in the U.S.

Freedom of information allows all sides of issues to be discussed and analyzed. It is fundamental to
democracy and a market-based economy. Among other advantages, the press provides a watchdog role
on government and business activities. The First Amendment of the U.S. Bill of Rights guarantees the
freedom of speech, of assembly, and of the press. While the First Amendment is broad, not all speech
is protected. It only covers only government regulation of speech and n